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1 Purpose 
The cleanup completion of 300-FF-5 Operable Unit (OU) on the Hanford Site is being accomplished 
under the 2013 U.S. Environmental Protection Agency (EPA) and U.S. Department of Energy (DOE) 
record of decision (ROD) and amendment (EPA and DOE, 2013, Hanford Site 300 Area Record of 
Decision for 300-FF-2 and 300-FF-5, and Record of Decision Amendment for 300-FF-1, 
hereinafter referred to as the 300 Area ROD/ROD Amendment). Uranium is identified as a contaminant 
of concern (COC) in the 300 Area ROD/ROD Amendment (EPA and DOE, 2013). Part of the selected 
remedy for uranium contamination in groundwater is enhanced attenuation (EA) of uranium over a 
12,140 m2 (3 ac) area using phosphate solutions to reduce the uranium concentrations in the aquifer. The 
desired goal is to deliver phosphate in high concentrations to the vadose zone (and top of the aquifer) 
where uranium is present in the sediments to precipitate phosphate-bearing mineral phases that can bind 
labile uranium and sequester it via multiple mechanisms including sorption of aqueous uranium to 
calcium phosphate solids (e.g., hydroxylapatite), formation of uranium bearing minerals, uranium 
incorporation in calcium phosphate solids, and coating of uranium minerals with calcium phosphate 
solids. 

The EA remedy was implemented in two sequential stages (Stage A and Stage B aerial photo is shown in 
Figure 1-1, and Stage A and Stage B boreholes are shown in Figures 1-2, and 1-3), covering 3,035 m2 
(0.75 ac) and 9,105 m2 (2.25 ac), respectively. Stage A was implemented during November 2015 (from 
November 6 to 18) by injecting polyphosphate solution in the deeper portion of the vadose zone and at the 
top of the aquifer along with near-surface infiltration (SGW-59455, 300-FF-5 Operable Unit Stage A 
Uranium Sequestration System Installation Report). Review of the Stage A remedy resulted in 
operational and design refinements for conducting Stage B as described in the DOE/RL-2014-42-ADD1, 
300-FF-5 Operable Unit Remedy Implementation Sampling and Analysis Plan Addendum for Stage B 
Uranium Sequestration. In September 2018 (from September 4 to 20), Stage B was implemented by 
injecting polyphosphate solutions into the vadose zone at two target depths—the deeper portion that gets 
periodically rewetted from seasonal water table fluctuations and the portion that is just above the 
periodically rewetted zone (SGW-60778, 300-FF-5 Operable Unit Stage B Uranium Sequestration 
System Installation Report). 

The objective of this environmental calculation file (ECF) is to present the details of the modeling 
calculation used to evaluate the fate and transport of uranium following the Stage B remedial action. 
Because the Stage A treatment occurred approximately three years prior to Stage B treatment, the effects 
of Stage A are included in the model to assess the cumulative effects on uranium mobility.  

The ECF synthesizes all the relevant information for conducting fate and transport modeling to evaluate 
the uranium concentrations in the aquifer in the vicinity of enhanced attenuation area (EAA) defined by 
the footprint of Stages A and B. For developing uranium transport parameters to evaluate the effects of 
in-situ phosphate treatment, an understanding of the processes governing uranium sequestration is needed. 
For this purpose, reactive transport modeling was conducted separately to understand the complex 
geochemical reactions that occur due to injection of polyphosphate. These calculations are documented in 
ECF-300FF5-19-0089, Geochemical Evaluations and Reactive Transport Modeling in Support of Stage B 
Enhanced Attenuation Remedy at 300-FF-5-Operable Unit. Based on that understanding, predictive fate 
and transport modeling was conducted to estimate uranium concentrations in the future. 

The report is structured in the following manner. Section 2 provides background information related to 
the remedial actions for the 300-FF-5 OU. Section 3 discusses the general methodology followed for 
evaluation of data towards building the fate and transport model for uranium, while Section 4 summarizes 
the development of the conceptual and numerical model and inputs. Section 5 covers the Software 



Applications, Section 6 describes the different model calculations, and Section 7 presents the results of 
the model calculations, with the conclusions provided in Section 8.  

 
Source: SGW-60778, 300-FF-5 Operable Unit Stage B Uranium Sequestration System Installation Report. 

Figure 1-1. 300 Area Industrial Complex and the Stage A and Stage B Enhanced Attenuation Areas 



  
Figure 1-2. Close-up of the Boreholes in Stage A Area 

 



 
Figure 1-3. Close-up of the Boreholes in Stage B Area 

Appendix A summarizes the conceptual framework for the 300-FF-5 OU vadose zone flow and transport 
modeling. Appendix B reviews the relevant information on the hydraulic characteristics and spatial 
distribution of the Hanford formation. Appendix C describes an alternative conceptual model (ACM) of 
calibrated hydraulic conductivities. Appendix D provides an estimate of the uranium kinetic desorption 
parameters based on flow-through column experiments, while Appendix E documents the MATLAB 
input file used for the uranium kinetic desorption model. Appendix F includes the software installation 
and checkout (SICO) form for the different computer systems used in the model computations. 

 



2 Background 
The sampling and analysis plan (SAP) (DOE/RL-2014-42, 300-FF-5 Operable Unit Remedy 
Implementation Sampling and Analysis Plan) presents the plans for the 300-FF-5 Groundwater OU 
remedy implementations, performance monitoring, and groundwater monitoring. The SAP is prepared in 
accordance with the groundwater remedial actions presented in the 300 Area ROD/ROD Amendment. 
The SAP supplements information provided in DOE/RL-2014-13, Integrated Remedial Design 
Report/Remedial Action Work Plan for the 300 Area (300-FF-1, 300-FF-2 & 300-FF-5 Operable Units), 
and DOE/RL-2014-13-ADD2, Remedial Design Report/Remedial Action Work Plan Addendum for the 
300 Area Groundwater. The SAP for Stage B is presented in DOE/RL-2014-42-ADD1. 

The 300 Area encompasses approximately 105 km2 (40 mi2) adjacent to the Columbia River in the 
southeastern portion of the Hanford Site. Within the 300 Area is the smaller 300 Area Industrial Complex 
that was home to uranium fuel production as well as experimental and laboratory facilities. Solid waste 
generated from uranium fuel fabrication and laboratory processes was placed in burial grounds and 
shallow landfills while large volumes of liquid waste were discharged to ponds and trenches designed for 
infiltration to the underlying soil. One outcome of these past activities was uranium contamination within 
the soil and groundwater. Most of the 300 Area Industrial Complex wastes sites have been remediated, 
but a persistent uranium groundwater plume remains. 

Under the Comprehensive Environmental Response, Compensation, and Liability Act of 1980 
(CERCLA), the 300 Area is divided into three OUs for remedial actions: two soil sources (300-FF-1 and 
300-FF-2) and one groundwater source (300-FF-5). The 300-FF-5 OU encompasses groundwater 
contamination from the 300-FF-1 and 300-FF-2 OU waste sites and does not include groundwater 
contamination that migrates into the 300 Area from other areas. The remedial actions for source and 
groundwater OUs are presented in the 300 Area ROD (EPA and DOE, 2013). One of the selected 
remedies common to the 300-FF-1, 300-FF-2, and 300-FF-5 OUs is EA of uranium using sequestration in 
the lower vadose zone, periodically rewetted zone (PRZ), and top of the aquifer. Uranium sequestration is 
intended to reduce the mobility of uranium and is planned for the location deemed the highest source of 
contamination to the uranium groundwater plume. The 300 Area ROD/ROD Amendment identifies 
uranium, gross alpha, nitrate, tritium, trichloroethene, and cis 1,2-dichloroethene as groundwater COCs. 

The uranium sequestration remedy required by the ROD for 1.2 ha (3 ac) of the 300 Area Industrial 
Complex was planned in two stages (Stage A and Stage B) per DOE/RL-2014-13-ADD2. Stage A was 
completed in November 2015 and consisted of infiltration and injection of polyphosphate solutions within 
an approximately 3,035 m2 (0.75 ac) area. Sample data collected during and after the Stage A applications 
indicated a high likelihood of treatment effectiveness. Consequently, Stage B was completed in 
September 2018 by injecting polyphosphate solutions in areas adjacent to Stage A, of approximately 
9,105 m2 (2.25 ac) (SGW-60778). Figure 1-1 is an aerial view of the 300 Area Industrial Complex 
showing the Stage A and Stage B EAAs. The figure also shows the adjacent waste disposal facilities that 
contributed to the underlying contamination.  
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3 Methodology
The approach to the uranium fate and transport modeling within the 300-FF-5 OU uses a mathematical 
hydrogeological construct to represent the physical conditions within the vadose zone and unconfined 
aquifer. It also involves developing a conceptual model by incorporating important Features, Events, and 
Processes (FEPs) that control uranium transport. Some of the important FEPs that are considered in the 
model development are discussed below: 

The seasonal fluctuations of flow in the Columbia River at the 300 Area can result in more than 3 m 
(9.8 ft) of change in river stage between the high discharge period (May to June) and the low 
discharge period (December to January) (Figure 3-1). These seasonal fluctuations are the driving 
mechanism for the rise and fall of the water table beneath the 300 Area for extended periods of time 
and also for creating the dynamic hydraulic and geochemical environment found in the unconfined 
aquifer of the 300 Area. The seasonal fluctuations in river stage also lead to remobilization of the 
sorbed uranium mass from the lower part of the vadose zone as shown for 399-1-17A (Figure 3-1) 
due to rise in water table elevations. 

The seasonal river stage fluctuations lead to changes in the flow direction within the aquifer. 
Considerable variability in the flow direction also exists spatially as well within the same season. 
Changing flow directions can cause the redistribution of uranium in the aquifer as well as in the PRZ 
above the water table. 

The effect of variably saturated conditions needs to be considered in the modeling. The river stage 
fluctuations can temporally and spatially increase the water saturation and vary the chemical 
conditions that can lead to variable transport of uranium. Therefore, a coupled vadose zone and 
saturated-zone flow and transport need to be considered. 

The variability in groundwater chemistry (e.g., alkalinity) within the unconfined aquifer due to the 
mixing of groundwater with river water can lead to variability in adsorption/desorption behavior 
of uranium. The sorption/desorption of uranium may be kinetically limited, and full equilibrium may 
not be established between dissolved and sorbed mass of uranium.  



 
Figure 3-1. Columbia River Stage Fluctuations and Effect on Water Levels and Dissolved Uranium 

Concentration at Well 399-1-17A 

The Pacific Northwest National Laboratory (PNNL) multi-processor capable extreme-scale STOMP  
(eSTOMP©) simulator, a highly scalable (parallel) version of STOMP (PNNL-15782, STOMP: 
Subsurface Transport Over Multiple Phases Version 4.0 User’s Guide) was selected to develop the fate 
and transport model. The preceding FEPs are incorporated in the simulator. 

The steps utilized in the development of the model and its application include: 

1. Construct representative three-dimensional (3-D) models for the 300-FF-5 OU using site-specific 
descriptions of the local physical and hydrogeologic conditions. 

2. Calibrate the groundwater flow and transport model (river-tracer model) to selected measured water 
levels and observed groundwater/river water mixing (using electrical conductivity as the conservative 
tracer).  

3. Use the 3-D transport model to simulate the phosphate injection in the Stage B area. 

                                                      

CUL



4. Exercise the 3-D uranium transport model to calculate the change in soil and groundwater uranium 
concentrations over time for the Stage A and Stage B selected remedial action. 

5. Develop the kinetic sorption/desorption parameters based on pre-treatment and post-treatment column 
leaching tests and evaluate the impact of sequestering uranium in the 3-D model.  
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4 Assumptions and Input 
Assumptions and inputs related to fate and transport modeling are discussed herein. In addition, 
Appendix A provides detailed background information in support of the conceptual model framework for 
the vadose zone flow and transport modeling. Appendix B provides similar information for the saturated 
media modeling. The assumptions and input data related to determination of desorption parameters are 
provided in Appendix D.  

4.1 Development of Geoframework Model 
The geologic framework beneath the 300 Area consists of a Hanford formation (Hf) vadose zone made up 
of unconsolidated sandy gravels containing spatially (horizontally and vertically) variable amounts of silts 
and clays and a saturated zone of the same material underlain by more consolidated materials of the 
Ringold Formation Unit E (Ringold E). Underlying Ringold E is the Ringold Lower Mud (RLM) unit 
consisting of predominately silts and clays and underlying the RLM is the Columbia River Basalt Group 
bedrock. A generalized hydrostratigraphic and lithostratigraphic column for the 300 Area is presented in 
Figure 4-1. 

A system-scale (3D) geoframework model (GFM), shown in Figure 4-2, was developed for the 300-FF-5 
Groundwater OU. The GFM development, along with vadose zone residual uranium distribution, is 
described in detail in ECF-300FF5-16-0087, Determination of Vadose Zone Uranium Concentration 
Distribution Extents and Development of a Three-Dimensional Geologic Framework Model for the 
300-FF-5 Operable Unit, Hanford, Washington. 

The primary geologic unit of interest is the Hf unit. In the study area, the lower vadose zone and PRZ are 
located in the Hf; in these zones, uranium is periodically leached from sediment particles during water 
table fluctuations. In the Hanford South geoframework model (HSGFM) (ECF-HANFORD-13-0029, 
Development of the Hanford South Geologic Framework Model, Hanford Site, Washington), the Hf is 
undifferentiated; however, fine-grained materials in the vadose zone could affect uranium distribution, as 
uranium has an affinity for particles that are < 2 mm size (Shang et al., 2011, “Effect of Grain Size on 
Uranium(VI) Surface Complexation Kinetics and Adsorption Additivity”). In order to evaluate the effect 
of this correlation, it was necessary to construct a GFM specific to the 300 Area with differentiated Hf 
lithofacies subunits. The subunits were developed through observation of grain size distribution from 
borehole geologic logs. Borehole logs are a record of on-site geologists’ observations of cuttings returned 
to surface during drilling. The 300-FF-5 OU borehole logs were obtained from the Hanford Site Well 
Environmental Dashboard Application (EDA) website and from newly drilled boreholes (Table C-2). 
Sediment classifications and descriptions were included for each borehole. The following are the broad 
Hf sediment classes described in the borehole logs: 

Hf sand (Hf S)—fine to coarse sand of mixed basaltic and felsic composition (may have some silt) 

Hf sandy gravel to silty sandy gravel (Hf sG-msG)—unconsolidated mostly pebble to cobble gravels 
with sand to unconsolidated mostly basalt pebble to cobble gravel with silt and sand 

Hf Silt (Hf M)— silt unit identified in several wells drilled as part of the Stage A and Stage B EAAs 
uranium sequestration by polyphosphate remedy 

Hf gravel (Hf G)—unconsolidated predominantly basaltic pebble to cobble gravel with some sand 
and/or silt 

The above sediment classes are defined as five primary Hf subunits modeled in this GFM 
(ECF-300FF5-16-0087), based on the following observation criteria: 



Hf S – 90 percent sand  

Hf sG-msG – between 50 and 70 percent gravel with sand fraction ranging 10 to 50 percent and up to 
20 percent silt  

Hf M – 90 percent silt  

Hf G – 80 percent gravels with 20 to 10 percent sand and/or silt fractions (gravels are at least 
50 percent basaltic) 

The lower portion of the 300 Area GFM was constructed using interpolated unit-top surfaces for the 
Ringold E and RLM. The surfaces were extracted from the Hanford South GFM 
(ECF-HANFORD-13-0029). 

 
Source: DOE/RL-2009-30, 300 Area Decision Unit Remedial Investigation/Feasibility Study Work Plan for the 300-FF-1, 
300-FF-2, and 300-FF-5 Operable Units (Figure 2-17). 

Figure 4-1. Generalized Hydrostratigraphy of the 300 Area 



 
Figure 4-2. Orthogonal View of 300 Area GFM 

4.2 Development of Vadose Zone Conceptual Model and 3-D STOMP Model Domain 
The following sections describe (1) the conceptual framework of the 300-FF-5 OU vadose zone flow and 
transport modeling, (2) the geometry, gridding, and zonation of the 3-D STOMP model, (3) the 
simulation periods, (4) the hydraulic properties for the different lithofacies, (5) the saturated zone 
hydraulic conductivities and zonation, and (6) boundary conditions and extrapolations of hydraulic head 
variations along the sides of the model and recharge at the top of the model.  

4.2.1 Conceptual Framework for 300-FF-5 OU Vadose Zone Flow and Transport Modeling 
For vadose zone flow and transport analyses, an equivalent homogeneous medium (EHM) modeling 
approach is used to represent the heterogeneous Hanford sediments at the 300-FF-5 OU (see Appendix A 
for details). Following the EHM modeling approach, small-scale core measurements are used to predict 
the large, field-scale flow behavior. The existing database on sediment physical and hydraulic properties 
for the River Corridor and broader 200 Areas was queried for information regarding sediment particle 
size distribution (PSD), soil moisture retention, saturated as well as unsaturated hydraulic conductivity. 
The following three-step process was used to develop the hydraulic properties and transport parameters 
for the vadose zone modeling:  

Evaluation of existing database on hydraulic properties by hydrostratigraphic units (HSUs) 

Development of Constitutive model parameters from laboratory, core-scale hydraulic properties 
determination 

Upscaling for macroscopic, field-scale flow and transport parameters 



As described in Appendix A, upscaling for macroscopic, field-scale flow and transport parameters was 
accomplished as follows. 

The vadose zone heterogeneous geologic media at the 300-FF-5 OU is conceptualized as being 
comprised of multiple EHM.  

Each heterogeneous HSU is treated as an anisotropic EHM having its individual upscaled (effective) 
flow and transport properties.  

Upscaled flow properties and the macroscopic anisotropy for the field scale are based on a variable 
moisture (tension) dependent anisotropy model.  

Macrodispersivity estimates for various HSUs are based on a combination of numerical simulation 
results, stochastic solutions, and 200 East Area tracer experiments. 

Using the Hf gravel lithologic unit as an example, Appendix A provides a detailed description of the 
methodology as well as the steps used to derive the upscaled (effective) parameters for a given lithologic 
unit at the 300-FF-5 OU. As detailed in the following sections, the upscaled (effective) parameters for 
other HSUs at the 300-FF-5 OU are based on Appendix A, RPP-RPT-60101, Model Package Report: 
Flow and Contaminant Transport Numerical Model Used in WMA A-AX Performance Assessment and 
RCRA Closure Analysis, and CP-63883, Vadose Zone Flow and Transport Parameters Data Package for 
the Hanford Site Composite Analysis. 

4.2.2 STOMP Gridding and Zonation 
The implementation of the preceding conceptual framework for the 300-FF-5 OU vadose zone is 
accomplished using the 3-D STOMP model. The 3-D STOMP model domain was selected in such a way 
so as to center on the Stage A and Stage B EAA, including a number of long-term monitoring wells in the 
vicinity, and by selecting model boundaries away from the area of interest. Figure 4-3 shows the model 
domain location in the 300 Area. 

The model domain is 600 m (1968 ft) in the X-direction (east-west) and 600 m (1,968 ft) in the 
Y-direction (north-south). Vertically (Z-direction), the model extends from the ground surface to bottom 
elevation of 95 m, which is located in the Ringold E. The vertical grid spacing was chosen to be 0.5 m 
(1.6 ft).  

Figure 4-4 shows the vertical discretization and the distribution of hydrogeologic units along a West-to-
East model cross-section. In the X and Y directions, the grid spacing varies from 3 to 30 m (10 to 98.4 ft). 
A finer grid spacing of 3 m (10 ft) was assigned within and around the EAA. In the STOMP input file, the 
grid card identifies all the grid information. 

The model has the following hydrogeologic zonations split between unsaturated (or variably saturated) 
and saturated zones: 

Unsaturated Zone 

Hanford Silty Sandy Gravel (Hf_sG_msG) 
Hanford Sand (HfS) 
Hanford Gravel (HfG) 
Hanford Silt (HfM) 
Backfill 



Saturated Zone 

Saturated Ringold E unit (SZ_Rwie) 
Saturated Hanford formation (SZ_Hf) 
Saturated Hanford 2 zone (SZ_Hf2, a higher Hydraulic Conductivity Zone) 
Saturated Hanford 3 zone (SZ_Hf3, a lower Hydraulic Conductivity Zone) 
Saturated Silt (SZ_HfM) 
River alluvium  

The distribution of the HSUs within the computational domain is declared via the Rock/Soil Zonation 
Card in the STOMP input file. An external file had been used to refer the zonation file 
(300area_stage_b_zon_05_20_2019.lst). Each rock/soil number in the external file corresponds to the 
HSUs identified in Table 4-1.  

Table 4-1. Hydrostratigraphic Distribution in the 3-D STOMP© Model Domain 
Rock/soil 

Identifying Number HSU Unit Name 

0 Inactive _ 

1 Ringold E unit (Saturated) SZ_Rwie 

2 Hanford formation (Saturated) SZ_Hf 

3 Hanford Silt (Saturated) SZ_HfM 

4 Hanford Silt (vadose) HfM 

5 Hanford Sand (vadose) HfS 

6 Hanford Gravel (vadose) HfG 

7 Backfill Fill 

8 River alluvium (Saturated) River 

9 Saturated Hanford 2 zone (Saturated) SZ_Hf2 

10 Saturated Hanford 3 zone (Saturated) SZ_Hf3 

 Subsurface Transport Over Multiple Phases (STOMP) (and its derivative works, including eSTOMP) is copyrighted by 
Battelle Memorial Institute, 1996. 
HSU = hydrostratigraphic unit 

 



 

 
Figure 4-3. 3-D STOMP Model Domain to Evaluate the Stage A and Stage B Enhanced Attenuation Remedy 



 
Note: The rock/soil types are listed in Table 4-1. 

Figure 4-4. Distribution of Hydrogeologic Units Along a West-to-East Cross-Section 

4.2.3 Simulation Periods 
Simulations were constructed for the 10-year period using data from January 1, 2009 through 
December 31, 2018. This decade-long window coincides with the period over which relatively complete 
water-level data sets were available for both the river gauge as well as many of the wells within the 
automated water level network (AWLN). The water level fluctuations over this period are considered 
representative of the recent past and future conditions and deemed to adequately capture the range. One of 
the highest river stages observed in the recent past occurred in summer of 2018 while the river stage was 
near its lowest value in 2009. High water levels are considered to be largely responsible for leaching out 
labile uranium within the PRZ. This in turn is surmised to be responsible for generating periodic pulses to 
the uranium groundwater plumes with concentrations exceeding the clean-up level (30 g/L). This 
10-year record of water-level conditions is applied to the past and future conditions to evaluate the flow 
and transport of uranium. 



4.2.4 Soil Hydraulic Properties 
Input cards identifying, describing, and quantifying the soil hydraulic properties of the 300 Area HSUs 
include the Mechanical Properties Card (~Mechanical Properties Card), Hydraulic Properties Card 
(~Hydraulic Properties Card), Saturation Function Card (~Saturation Function Card), and Directional 
Aqueous Relative Permeability Cards (~X-Aqueous Relative Permeability Card, ~Y-Aqueous Relative 
Permeability Card, and ~Z-Aqueous Relative Permeability Card). The soil hydraulic property cards must 
include entries for each HSU (rock/soil type) referenced in the Rock/Soil Zonation Card. As described in 
Appendix A, each HSU is described as an EHM. Hydraulic property values associated with each HSU 
represent the mean or the bulk flow characteristics of the HSU (Appendix A). The HSUs that include 
portions above and below the water table have those portions designated separately. Different methods 
are used to determine the hydraulic parameters for the saturated and vadose portions of these HSUs, and 
therefore certain hydraulic parameters for the same HSU differ, depending on whether the designated 
portion of the HSU is above or below the water table. 

The Mechanical Properties Card (Table 4-2) identifies the values applicable to the particle density, 
porosity, specific storativity or compressibility, and identifies the tortuosity functions for each HSU. The 
total and diffusive porosity estimates of the vadose HSUs included in Table 4-2 are assumed to equal the 
effective saturated moisture content values ( s

e) (e for upscaled or effective parameters; Appendix A).  

The bulk density for the Hanford and Ringold sediments was taken as 2.15 g/cm3 (Table B-6, Appendix B 
of RPP-RPT-60101) and reflected the modal value of measurements for sandy gravel at the 300 Area 
(PNNL-17708, Three Dimensional Groundwater Models of the 300 Area at the Hanford Site, Table A.3). 
A bulk density of 2.15 g/cm3 is also reasonable given the range of bulk densities for Hanford coarse 
gravel of 1.56 to 2.42 g/cm3 for a gravel content ranging from 50 to 85 percent, respectively 
(PNNL-14725, Geographic and Operational Site Parameters List (GOSPL) for Hanford Assessments, 
Table B-21). The particle density for the Hanford and Ringold sediments were 2.603 g/cm3 based on 
porosity estimate of 0.174 cm3/cm3 (CP-63883). A particle density of 2.63 and 2.66 g/cm3 was reported 
(PNNL-17708, Appendix A) for the Ringold E for the 300 Area, which is consistent with the values used 
in the model. The Eolian sands had been considered to represent the river alluvium which had the particle 
density value of 3.13 g/cm3, with a porosity estimate of 0.467 (CP-63883) yielding a bulk density 
estimate of 1.67 g/cm3 . For the sand unit the particle density values of 2.71 g/cm3 (Table B-6, 
Appendix B of RPP-RPT-60101) was used; using a diffusive porosity estimate of 0.384 (CP-63883) gives 
a bulk density of 1.67 g/cm3. For the Hanford Gravel unit, a particle density of 2.498 g/cm3 (CP-63883) 
and a diffusive porosity estimate of 0.1393 (Appendix A) gives a bulk density of 2.15 g/cm3.  

Total porosity refers to both isolated and connected pore space. Diffusive porosity refers to the connected 
pore space and is the porosity through which flow and transport occurs in the model. For purposes of 
assigning values of diffusive porosity in the model, the diffusive porosity was assumed to be equal to 
values of total porosity listed in the literature. Total and diffusive porosity estimates were specified as 
0.174 cm3/cm3 (CP-63883) for the Ringold and the Hanford gravel-dominated units (Table B-6, 
Appendix B of RPP-RPT-60101). For silt units, the value is 0.3994 cm3/cm3 (CP-63883); for all the 
Hanford Sand units, the value is 0.384 cm3/cm3 (CP-63883); and for Hanford Gravel, it is 0.1393 cm3/cm3 
(CP-63883). 



Table 4-2. Soil Hydraulic Properties Identified in the Mechanical Properties Card of the 3-D STOMP©

Flow and Transport Model 

HSU 

Particle 
Density 
(g/cm3) 

Total 
Porosity 

(cm3/cm3) 

Diffusive 
Porosity 

(cm3/cm3) 

Pore 
Compressibility 

(1/m) 
Tortuosity 
Function 

Backfill (Hanford sandy Gravel) a 2.603 0.174 0.174 1.32E-04 M&Q 

Hanford Gravel b 2.498 0.1393 0.1393 1.32E-04 M&Q 

Hanford Sandy Gravel a 2.603 0.174 0.174 1.32E-04 M&Q 

Hanford Sand a 2.711 0.384 0.384 1.32E-04 M&Q 

Hanford Silt a 2.647 0.3994 0.3994 1.32E-04 M&Q 

Hanford Silt (Saturated) a 2.647 0.3994 0.3994 1.32E-04 M&Q 

Hanford a 2.603 0.174 0.174 1.32E-04 M&Q 

Hanford 2 a 2.603 0.174 0.174 1.32E-04 M&Q 

Hanford 3 a 2.603 0.174 0.174 1.32E-04 M&Q 

Ringold E a 2.603 0.174 0.174 1.32E-04 M&Q 

River Alluvium a 3.134 0.46708 0.46708 1.32E-04 M&Q 

a. Table 12, CP-63883, Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site Composite 
Analysis. 
b. Appendix A.  

 Subsurface Transport Over Multiple Phases (STOMP) (and its derivative works, including eSTOMP) is copyrighted by 
Battelle Memorial Institute, 1996. 
HSU = hydrostratigraphic unit 
M&Q = Millington and Quirk model (Appendix A) 

 

The Hydraulic Properties Card (Table 4-3) identifies the saturated hydraulic conductivity values 
applicable to each HSU. As indicated in Table 4-3, saturated hydraulic conductivity is specified for each 
HSU and for each of the three principal directions. The combined power-averaging and tensorial 
connectivity-tortuosity (PA-TCT) model was applied to estimate the effective (upscaled) anisotropic 
hydraulic conductivity tensor for each vadose zone HSU (Appendix A).  

The Saturation Function Card (Table 4-4) identifies the functional model and associated parameters that 
relate the aqueous capillary pressure to aqueous saturation for each HSU. Although saturation function 
models and parameters must be specified for each HSU, they only pertain to the vadose zone and are 
inconsequential for the saturated zone. This modeling effort utilizes the van Genuchten retention function 
(van Genuchten, 1980, “A Closed-form Equation for Predicting the Hydraulic Conductivity of 
Unsaturated Soils”) to describe quantitatively the aqueous capillary pressure - aqueous moisture content 
characteristic curve (Appendix A). The van Genuchten model involves three curve fitting parameters: van 
Genuchten , van Genuchten n, and van Genuchten m. The default Mualem option in STOMP© is to set to 
m = 1  1/n, and the 300 Area Stage B modeling adopts this default setting for the Mualem option 
(PNNL-12030, STOMP Subsurface Transport Over Multiple Phases Version 2.0 Theory Guide, and 
PNNL-15782). The implementation of the van Genuchten function in STOMP© requires that another 
parameter, the residual saturation, be specified for each HSU (PNNL-12030 and PNNL-15782). The 



residual saturation, defined as the saturation at which the aqueous relative permeability approaches zero is 
determined from the residual and saturated moisture content values, i.e., Sr = r

e/ s
e (e for upscaled or 

effective parameters; Appendix A).  

For the Modified Mualem setting in STOMP, the Directional Aqueous Relative Permeability Cards 
(Table 4-5) identify the functional model and the associated parameters that relate the effective (upscaled) 
aqueous relative permeability to effective aqueous saturation for each HSU (Appendix A). In the 
STOMP© input files, the cards are separated for different directions, i.e., ~X-Direction Aqueous Relative 
Permeability Card, ~Y-Direction Aqueous Relative Permeability Card, and ~Z-Direction Aqueous 
Relative Permeability Card. The three cards and the respective entries are shown in Table 4-5. Although 
aqueous relative permeability models and parameters must be specified for each HSU, they only pertain 
to the vadose portion of the HSUs and are inconsequential for the saturated portions of the HSUs. The 
modified Mualem model involves a pore scale parameter specified in each of the three coordinate 
directions to evaluate the anisotropy in relative permeability or unsaturated hydraulic conductivity using 
the tensorial-connectivity-tortuosity model (Appendix A). The saturated portions of the HSUs, where the 
pore scale parameter value is inconsequential, invoke the default value in STOMP©, which is 0.5. 
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Table 4-3. Soil Hydraulic Properties Identified in the Hydraulic Properties Card of the 3-D STOMP© Flow and Transport Model 

HSU 

X-direction 
Hydraulic 

Conductivity 

Hydraulic 
Conductivity 

units 

Y-direction 
Hydraulic 

Conductivity 

Hydraulic 
Conductivity 

units 

Z-Direction 
Hydraulic 

Conductivity 

Hydraulic 
Conductivity 

units 

Backfill (Hanford sandy Gravel) a 4.671E-02 cm/s 4.671E-02 cm/s 7.714E-03 cm/s 

Hanford Gravel b 6.470E-04 cm/s 6.470E-04 cm/s 5.090E-04 cm/s 

Hanford Sandy Gravel a 4.671E-02 cm/s 4.671E-02 cm/s 7.714E-03 cm/s 

Hanford Sand a 6.196E-03 cm/s 6.196E-03 cm/s 6.157E-03 cm/s 

Hanford Silt a 2.410E-04 cm/s 2.410E-04 cm/s 1.336E-04 cm/s 

Hanford Silt (Saturated) a 2.410E-04 cm/s 2.410E-04 cm/s 1.336E-04 cm/s 

Hanford (Saturated) c 4000 m/d 4000 m/d 400 m/d 

Hanford 2 (Saturated) c 6000 m/d 6000 m/d 600 m/d 

Hanford 3(saturated) c 1000 m/d 1000 m/d 100 m/d 

Ringold E(saturated) a 4.671E-02 cm/s 4.671E-02 cm/s 7.714E-03 cm/s 

River Alluvium c 10 m/d 10 m/d 10 m/d 

a. Table 13, CP-63883, Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site Composite Analysis. 
b. Appendix A 
c. Previous Stage A ECF (ECF-300FF5-16-0091, Uranium Transport Modeling in Support of the Stage A Enhanced Attenuation Remedy at 300-FF-5 Operable Unit) and 
Appendix B  
ECF = environmental calculation file 
HSU = Hydrostratigraphic Unit 
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Table 4-4. Soil Hydraulic Properties Identified in the Saturation Function Card of the 3-D STOMP© Flow and Transport Model 

HSU Saturation Function Option van Genuchten  
van Genuchten  

Units van Genuchten n Residual Saturation 

Backfill (Hanford sandy Gravel) a Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

Hanford Gravel b Nonhysteretic van Genuchten 0.0212 1/cm 1.3500 0.0452 

Hanford Sandy Gravel a Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

Hanford Sand a Nonhysteretic van Genuchten 0.0642 1/cm 1.6980 0.0755 

Hanford Silt a Nonhysteretic van Genuchten 0.0063 1/cm 1.8300 0.1357 

Hanford Silt (Saturated) a Nonhysteretic van Genuchten 0.0063 1/cm 1.8300 0.1357 

Hanford a (Saturated) Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

Hanford 2 a (Saturated) Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

Hanford 3 a (Saturated) Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

Ringold E a (Saturated) Nonhysteretic van Genuchten 0.0886 1/cm 1.2710 0.0218 

River Alluvium a (Saturated) Nonhysteretic van Genuchten 0.1047 1/cm 1.3399 0.0866 

a. Table 12, CP-63883, Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site Composite Analysis. 
b. Appendix A.  
HSU = Hydrostratigraphic Unit 
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Table 4-5. Soil Hydraulic Properties Identified in the Directional Aqueous Relative Permeability Card of 3-D STOMP© Flow and 
Transport Model 

HSU 

Relative Permeability 
Model 

X and Y Directions 
Pore Scale 

Parameter a 

Relative Permeability 
Model 

Z Direction 
Pore Scale 

Parameter a 

Backfill (Hanford sandy 
Gravel) c Modified Mualem b 0.637 Modified Mualem b -0.225 

Hanford Gravel d Modified Mualem 0.2519 Modified Mualem 0.2562 

Hanford Sandy Gravel c Modified Mualem 0.637 Modified Mualem -0.225 

Hanford Sand c Modified Mualem -0.683 Modified Mualem 0.375 

Hanford Silt c Modified Mualem -1.212E+00 Modified Mualem 1.745E-01 

Hanford Silt (Saturated) Mualem b 0.5 Mualem b 0.5 

Hanford (Saturated) Mualem 0.5 Mualem 0.5 

Hanford 2 (saturated) Mualem 0.5 Mualem 0.5 

Hanford 3 (saturated) Mualem 0.5 Mualem 0.5 

Ringold E (saturated) Mualem 0.5 Mualem 0.5 

River Alluvium (saturated) Mualem 0.5 Mualem 0.5 

a. The pore scale parameter is called out as the tensorial connectivity tortuosity coefficient (Appendix A). The STOMP© default value of 0.5 is applied to all of 
the saturated media HSUs. 
b. STOMP input file “Key phrase” 
c. Table 13, CP-63883, Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site Composite Analysis. 
d. Appendix A 

 Subsurface Transport Over Multiple Phases (STOMP) (and its derivative works, including eSTOMP) is copyrighted by Battelle Memorial Institute, 1996. 
HSU = Hydrostratigraphic Unit 

 



4.2.5 Saturated Zone Hydraulic Conductivity 
A review (Appendix B) of the available literature on saturated zones of the surficial aquifer in the 300 
Area indicates the presence of highly transmissive Hanford gravels with hydraulic conductivity values 
ranging from thousands to tens of thousands of meters per day. The review, based on multiple lines of 
evidence, includes analyses of aquifer injection tests, slug tests, pump tests, as well as tracer test and 
hydraulic test analysis of pressure buildup data for the tracer test. For example, based on tracer drift 
between the injection well and downgradient monitoring well 399-1-32, the saturated hydraulic 
conductivity was estimated at ~4,300 m/d. The saturated hydraulic conductivity based on the hydraulic 
test analysis in this area was estimated at ~2,800 m/d. The high K estimates for Hanford gravels are also 
consistent with those based on inverse modeling as well as those based on stochastic simulations.  

As described in Appendix B, the presence of paleochannels in 300 Area (near Columbia River shoreline 
Spring 9 in particular) and the subsequent use of high K values is well supported by two separate and 
independent investigations near the Columbia River shoreline (PNNL-16805, Investigation of the 
Hyporheic Zone at the 300 Area, Hanford Site; Slater et al., 2010, “Use of electrical imaging and 
distributed temperature sensing methods to characterize surface water–groundwater exchange regulating 
uranium transport at the Hanford 300 Area, Washington”). The results from the two investigations are 
also consistent with the mapping inland of the Hanford/Ringold contact as illustrated in Figure B-3 in 
Appendix B. Details of this study can be found in Appendix B. 

The concept of spatial zones of distinct hydraulic conductivity is used in the current model. However, the 
hydraulic conductivity for the saturated Hanford formation was adjusted as part of the model calibration. 
A spatially variable depth-averaged hydraulic conductivity field was determined for the Hanford 
formation in PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the 
Hanford 300 Area –Application to Uranium Reactive Transport, using a parameter estimation 
methodology. It resulted in a spatially variable permeability field that varied over an order of magnitude 
for the Hanford formation. Lower values of depth averaged permeability (1× 10-10 m2) were estimated 
close to the river that typically increased inland (4 × 10-9 m2) when moving westward. This information 
was used qualitatively during the model calibration exercise.  

Based on evaluation of spatial and temporal trends in river and groundwater mixing, uranium 
concentration plume maps, and geologic information on preferential pathways within the surficial aquifer 
(e.g., a paleochannel), the saturated zone Hanford unit was divided into 3 different hydraulic conductivity 
zones (Figure 4-5): 

1. Saturated Hanford 1 zone: This zone covers most of the model domain and was assigned a saturated 
hydraulic conductivity of 4,000 m/d based on tracer test data and information assembled in 
Appendix B. 

2. Saturated Hanford 2 zone: This zone defines an area of higher hydraulic conductivity (paleochannel) 
where the preferential movement of uranium and phosphate has been observed. The saturated 
hydraulic conductivity of 6,000 m/d was assigned to this zone that resulted in a better match to 
uranium concentrations. 

3. Saturated Hanford 3 zone: a lower hydraulic conductivity zone of 1,000 m/d near the river was 
assigned to dampen the effect of river stage fluctuations at the river-aquifer interface due to the 
presence of lower permeability lithologic unit near the base of the river channel. Hydraulic 
conductivities were shown to be smaller near the water-sediment interface and increasing 
exponentially with depth (Fritz and Arntzen, 2007, “Effect of Rapidly Changing River Stage on 
Uranium Flux through the Hyporheic Zone”). 



 
Figure 4-5. Zones of Variable Hydraulic Conductivity for the Hanford Unit in the Unconfined Aquifer 

The hydraulic conductivity of alluvium in the hyporheic zone of the Columbia River adjacent to the 
300 Area has been estimated between 0.63 and 103.68 m/d (Fritz and Arntzen, 2007) based on slug tests 
conducted in nine piezometers with depths to top of screen ranging from 19 to 180 cm. Hydraulic 
conductivities were shown to be smaller near the water-sediment interface and increasing exponentially 
with depth. An effective vertical hydraulic conductivity was determined for three of the piezometers and 
ranged from 0.37 to 7.0 m/d. Hydraulic conductivity of the river alluvium was adjusted as part of 
model calibration to a value of 10 m/d (Table 4-3). 



The vertical hydraulic conductivity of the Hanford and Ringold units was set to 0.1 times the horizontal 
conductivity (Table 4-3) which is consistent with previous groundwater modeling studies that assume the 
vertical hydraulic conductivity of the Hanford and Ringold units ranges from 0.01 to 0.1 times the 
horizontal conductivity (NUREG/CR-6940, Combined Estimation of Hydrogeologic Conceptual Model, 
Parameter, and Scenario Uncertainty with Application to Uranium Transport at the Hanford Site 300 
Area; PNNL-17708; Yabusaki et al., 2008, “Building conceptual models for field-scale reactive transport 
in a dynamic vadose zone-aquifer-river system”). The river alluvium was simulated as isotropic. The 
previous study (PNNL-17708) that explicitly simulated river sediments also used an isotropic 
conductivity. 

4.2.6 Boundary Conditions 
The 3-D STOMP flow and transport model includes both Dirichlet-type and Neumann-type aqueous 
boundary conditions (Figure 4-6). Any external boundary surfaces without specified boundary conditions 
default to zero flux boundaries for both aqueous flow and solute transport. No boundary conditions are 
specified for the bottom of the model domain during any of the modeling stages, which indicates that the 
boundary condition defaults to zero flux for aqueous flow and solute transport.  

Columbia River stage is a major driver in the hydrologic system in the 300 Area. Changes in Columbia 
River stage reflect the release of water upstream at the Priest Rapids Dam to meet electric power demand. 
The seasonal cycle in river stage is related to the timing and volume of snowpack and snowmelt in the 
watershed with lower river stages typically occurring during fall and winter. The average range of diurnal 
fluctuations is ~0.5 m. Weekly, daily, and sub-daily cycles are also evident from the river stage data. 

4.2.6.1 Top Boundary (Recharge) 
The aerially applied recharge rate was based on the analysis (PNL-10285, Estimated Recharge Rates at 
the Hanford Site) of lysimeter drainage at the South Caisson located in the Buried Waste Test Facility of 
the 300 North Area over the period July 1985 to June 1993. Over the 8-year period of record, the recharge 
ranged from 2.4 to 11.1 cm/yr with an average of 5.54 cm/yr. Drainage data from the lysimeter reflects a 
non-vegetated cover and medium to coarse sand. The recharge boundary condition in the model 
(Figure 4-6) was specified as a Neumann (specified flux) boundary condition with a flux rate of 
5.54 cm/yr. 



Figure 4-6. 3-D STOMP Model Domain with Recharge Boundary at the Top Surface 

4.2.6.2 Eastern Boundary (River Stage) 
Hourly Columbia River stage data from the river stage recorder in the 300 Area (river gauge station 
SWS-1) were used to set a time-varying hydrostatic pressure boundary on the eastern boundary. The 
SWS-1 river gauge is located on the west bank of the Columbia River (Figure 4-7). The location of 
nearby monitoring wells within the AWLN are also shown (Figure 4-7). The river stage data were
collected manually beginning in 1991 approximately at monthly intervals; the automated hourly 
measurements were available beginning in January 2004. The river stage data were implemented in the 
model by averaging the hourly data over a daily cycle for the period January 1, 2009 through 
December 31, 2018 (Figure 4-7). Over this period, the minimum and maximum river stages were 104.25
and 108.78 m (342.04 and 356.88 ft), respectively. The median stage over the period was 105.26 m
(345.36 ft).

The hydraulic head for the eastern boundary was assigned using the daily averaged SWS-1 river gauge 
data (Figure 4-8). The hydraulic gradient along the river was interpolated from two stations (319 and 
321), based on the Modular Aquatic Simulation System 1D (MASS1) model results (PNNL-22886). The 
interpolated gradient along the river of 3.19E-04 m/m was used in the model.



 
Figure 4-7. Monitoring Locations with Transducers within 300 Area showing River Gauge (SWS-1) and 

Monitoring Wells near EAA



 
Figure 4-8. Daily Averaged Columbia River Stage Data at SWS-1 (300 Area River Gauge)

4.2.6.3 West Boundary 
Hourly water level measurements from AWLN were used to assign flow boundary conditions on the 
inland edge of the model grid. There are 27 AWLN gauges in the 300 Area, some of which were used for 
model evaluation (Figure 4-9). The water level monitoring at AWLN gauge 399-1-12 started in 2014. The 
water levels were extrapolated for the period from 2009 to 2014 by regressing the water-levels in well 
399-1-12 to those from AWLN gauge 399-1-2. They were then used to interpolate time-varying 
hydrostatic pressures at the western boundary nodes (Figure 4-9). The hourly water levels were averaged 
over a daily time period from 2009 through 2018 and daily varying boundary conditions were applied by 
assuming a constant gradient along the entire length of the boundary by assuming a constant gradient of 
2.35E-4 m/m based on evaluation of the water table maps in the Hanford Site groundwater monitoring 
reports that are produced annually. Over the 2009 through 2018 simulation time period, the minimum, 
maximum, and median water levels at well 399-1-12 were 104.62 m (343.26 ft), 108.04 m (354.45 ft), 
and 105.38 m (354.72 ft), respectively. Figure 4-9 presents the daily averaged hydraulic head at well 
399-1-12 that is used for setting the western boundary condition. 
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Figure 4-9. Daily Averaged Hydraulic Head at Well 399-1-12

4.2.6.4 North Boundary 
The water level data at AWLN gauge 399-1-10A (Figure 4-10) started in 2014 and were used to set time-
varying hydrostatic pressures at northern boundary nodes. Similar to the western boundary, the hourly 
water levels were extrapolated for the period from 2009 to 2014 by regressing the water-levels in well 
399-1-10A to those from AWLN gauge 399-1-2. They were then averaged over a daily time period from 
2009 through 2018; daily varying boundary conditions were applied. The daily averaged water levels for 
well 399-1-10A, shown in Figure 4-10, were extrapolated along the entire length of the northern boundary 
by assuming a constant gradient of 2.35E-4 m/m. For the 2009 through 2018 simulation period, the 
minimum, maximum, and median water levels at well 399-1-10A were 104.62 m (343.26 ft), 108.17 m 
(354.88 ft), and 105.41 m (345.85 ft), respectively. 
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Figure 4-10. Daily Averaged Hydraulic Head at Well 399-1-10A 

4.2.6.5 South Boundary 
The water level data at AWLN gauge 399-1-2 (Figure 4-11) were used to set time-varying hydrostatic 
pressures at southern boundary nodes. The hourly water levels were averaged over a daily time period 
from 2009 through 2018; daily varying boundary conditions were applied. The daily averaged water 
levels for well 399-1-2, shown in Figure 4-11, were extrapolated along the entire length of the southern 
boundary by assuming a constant gradient of 2.35E-4 m/m. For the 2009 through 2018 simulation period, 
the minimum, maximum, and median water levels at well 399-1-2 were 104.58 m (343.13 ft), 108.03 m 
(354.44 ft), and 105.34 m (345.60 ft), respectively. 
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Figure 4-11. Daily Averaged Hydraulic Head at Well 399-1-2 

4.3 Model Calibration 
Calibration of flow parameters and labile uranium mass in the 3-D STOMP model was undertaken to 
match: 

Water levels in the selected monitoring wells where AWLN data were available. 

Extent of river water and groundwater mixing based on electric conductivity (EC) measurements 
from selected monitoring wells where AWLN data were available. The EC of end-member waters 
(upgradient groundwater and river water) were estimated and simple mixing was performed. 

Uranium concentrations and trends at selected monitoring wells over the past 20 years. 

Two statistics are used to evaluate the goodness-of fit for the calibrated model. These are the mean 
absolute error (MAE), and the bias (B). The MAE is defined as: 

=  1 | | 
Where N = number of steps 

 P = predictions 

 O = observations 
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 i = individual sample pair at a given time (predicted and observed). 

The bias (B) is defined as: 

=  1 ( ) 

To match the observed water levels and extent of river-groundwater mixing, adjustments were made to 
the spatial distribution of hydraulic conductivity in the saturated Hanford unit. For matching uranium 
concentrations, the initial uranium soil concentrations were adjusted based on the gravel fraction and 
labile fraction. Details regarding the specific choice of parameters are provided in the following sections. 
The calibrations were performed manually. Since the focus of the work is on evaluating uranium 
concentrations prior to and following remedy treatment in the Stage A and Stage B areas, particular focus 
was placed in matching the uranium concentrations in nearby wells that have long-term monitoring 
records. 

4.4 Uranium Transport Properties 
Input requirements that describe and quantify the transport properties for uranium reactive transport 
include the Solute/Fluid Interaction Card (~Solute/Fluid Interaction Card) and the Solute/Porous Media 
Interaction Card (~Solute/Porous Media Interaction Card), which cover the linear sorption isotherm 
represented by constant distribution coefficient (Kds). The kinetic sorption model assumed for the 
uranium transport uses the ECKEChem reactive transport Aqueous Species Card, Solid Species Card, 
Kinetic Reactions Card, and Conservation Equations Cards.  

A longitudinal macrodispersivity estimate of 1 m was assigned for the saturated Hanford and Ringold E 
units. A macrodispersivity of 1 m reflects the value derived using the weighted least squares method of 
Xu and Eckstein, 1995, “Use of Weighted Least-Squares Method in Evaluation of the Relationship 
Between Dispersivity and Field Scale,” based on the approximate plume length. The longitudinal 
macrodispersivity estimate was also set to 1.0 m for the river alluvium units. These values are comparable 
to previous modeling studies that assigned values of 1 to 3 m for Hanford unit and values of 0.5 to 3.0 m 
for Ringold E unit (PNNL-17708; Ma et al., 2010, “A field-scale reactive transport model for U(VI) 
migration influenced by coupled multirate mass transfer and surface complexation reactions”; 
NUREG/CR-6940). For all material property zones, the transverse-to-longitudinal macrodispersivity ratio 
was set to 0.1. Previous modeling studies at Hanford used the transverse-to-longitudinal 
macrodispersivity that ranged from 0.01 to 1.0 (NUREG/CR-6940; PNNL-17708; Ma et al., 2010). 
Longitudinal and transverse macrodispersivity estimates of the individual HSUs are listed in Table 4-6.  

In the Aqueous species card, the molecular diffusion option used in the model was “conventional” with a 
molecular diffusion coefficient of 1 × 10-9 cm2/s. The molecular diffusion coefficient was held constant 
during all simulations and not included as a calibration parameter in the model.  

Uranium sorption-desorption parameters for simulating the pretreatment conditions are taken from 
ECF-300FF5-11-0151, Groundwater Flow and Uranium Transport Modeling in Support of the 300 Area 
FF-5 RI/FS. These were developed based on the desorption experiments conducted by PNNL-SA-58541, 
Uranium(VI) Release from Contaminated Vadose Zone Sediments: Estimation of Potential Contributions 
from Dissolution and Desorption, and Liu et al., 2008, “Scale-dependent desorption of uranium from 
contaminated subsurface sediments.” The results presented in these papers are internally consistent and 
comprehensive and, therefore, are used exclusively for developing the sorption parameters before 
phosphate treatment. The sorption/desorption parameters presented here apply specifically to uranyl ion, 



which is represented by a simple chemical formula of (UO2)2+, resulting in an oxidation state of +6. For 
simplicity, it is referred to in this report as uranium species even though the actual speciation could be 
quite complex.  

Based on information presented in ECF-300FF5-11-0151, the uranium Kd value of 3.17 mL/g was chosen 
(based on groundwater alkalinity). The kinetic sorption-desorption model was developed to simulate 
uranium leaching characteristics. The forward reaction rate constant was calculated to be 9.31 × 10-3 hr-1 
based on a representative reverse (desorption) rate constant of 5 × 10-4 hr-1 derived for field-textured 
samples (ECF-300FF5-11-0151). The kinetic model is implemented using the Valocchi Sorption option 
within the Kinetic Reaction Card of STOMP input file. These parameters are considered in the base case 
evaluations (prior to injection/treatment or unaffected by treatment). 

During implementation of Stage B remedy, soil samples were collected from selected boreholes prior to 
injection of polyphosphate solutions. Six months after completion of the injections, post-injection 
boreholes were drilled, and soil samples were collected. Flow-through column tests were conducted on 26 
samples including ten pairs of pre- and post-injection samples from collocated boreholes to evaluate the 
uranium leaching characteristics (PNNL-29650, Evaluation of the Change in Uranium Mobility in 
Sediments from Hanford 300-FF-5 Stage B Polyphosphate Field Injection). The results of the 
experiments are used to estimate the kinetic sorption-desorption parameters as discussed in Appendix D. 
Based on the evaluation of the column test results for the pre-treatment samples (provided in 
Appendix D), an average forward rate constant of 3.87 × 10-2 hr-1 with Kd of 7.41 mL/g is derived 
(equivalent to reverse rate constant of 2.03 × 10-3 hr-1). These parameters are evaluated as an alternative 
kinetic sorption model (prior to treatment). Because the parameter range derived from the column tests 
varies over one order of magnitude, it encompasses the base case values indicating parameter uncertainty.  

Following the treatment (injection of polyphosphate solutions) a reduction in uranium leaching rates is 
noticeable (see Appendix D). A factor of ten increase in Kd values between pre- and post-treatment 
sample pairs is observed on average. Based on these observations the Kd value for uranium is increased in 
the model for the Stage A and Stage B areas following the treatment while holding all other sorption-
desorption parameters constant. This factor of ten increase is consistent with the parameter value chosen 
previously to model impact of Stage A remedy (ECF-300FF5-16-0091, Uranium Transport Modeling in 
Support of the Stage A Enhanced Attenuation Remedy at 300-FF-5 Operable Unit) and to match the 
observed trends in uranium concentrations following the treatment. 

The uranium kinetic sorption-desorption model is implemented in using the Kinetic Equation Card, which 
specifies the kinetic equations to be considered in the simulation. In this model, the Kinetic Component 
Species name is Kinetic_U(ads), Number of species in the kinetic equation is 1, Species name is U(ads), 
Species Stoichiometric Coefficient is 1.0, Kinetic Reaction name is KnRC-1 (declared in the Kinetic 
Reactions Card), and Kinetic Reaction Stoichiometric Coefficient is 1.0. 

The Conservation Equations Card specifies the conservation equations to be considered in the simulation. 
Here the component species name is Total_ UO2

++, number of species in the conservation equation is 2, 
the species names are UO2

++ and U (ads), and the species stoichiometric coefficients are 1.0 for both the 
species.  



Table 4-6. Uranium Solute Porous Media Transport Properties of the Three-Dimensional 300 Area Flow and
Transport Model 
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Backfill (Hanford sandy 
Gravel) a 0.15 m 0.015 m Uranium 3.17 

(7.14) c L/kg 

Hanford Gravel a 0.15 m 0.015 m Uranium 3.17 
(7.14) c L/kg 

Hanford Sandy Gravel a 0.15 m 0.015 m Uranium 3.17 
(7.14) c L/kg 

Hanford Sand a 0.25 m 0.025 m Uranium 3.17 
(7.14) c L/kg 

Hanford Silt a 0.05 m 0.005 m Uranium 3.17 
(7.14) c L/kg 

Hanford Silt (Saturated) b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

Hanford b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

Hanford 2 b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

Hanford 3 b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

Ringold E b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

River Alluvium b 1 m 0.1 m Uranium 3.17 
(7.14) c L/kg 

a. Appendix A. 
b. PNNL-17708, Three-Dimensional Groundwater Models of the 300 Area at the Hanford Site, Washington State. 
c. Kd value for alternative kinetic sorption model. 
HSU = Hydrostratigraphic Unit 

4.5 Development of Initial Conditions 
The 3-D flow and transport model was run for 3 cycles (30 years) starting from the Year 1989 to establish 
the long-term uranium concentration trends in the aquifer prior to injection/remedy treatment for Stage A 
and Stage B. Initial hydraulic heads for the start of the model cycle were taken from the restart file, which 
was accessed by STOMP using the “Restart” option in the Solution Control Card of the STOMP input 
file. The hydraulic heads in the model rapidly equilibrated to the boundary conditions and the effect of the 
initial conditions was seen to diminish within the first cycle. High water levels are thought to be largely 



responsible for the rewetting of the PRZ and increased influx of labile uranium from the top of the PRZ. 
This, in turn, is surmised to be responsible for generating periodic pulses to the uranium groundwater 
plumes with concentrations exceeding 60 to 90 g/L.  

The details of the data compilation and development of the 3-D uranium soil distribution can be found in 
ECF-300FF5-16-0087. The resulting uranium concentration in the vadose zone is shown in plain view at 
different elevations in Figure 4-12 a-c, and in orthogonal view in Figure 4-12d.  

Since the uranium soil concentrations were determined on < 2 mm size sediment, the soil concentrations 
were corrected for gravel content for the purpose of applying uranium mass on the bulk volume basis. 
This correction is necessary as almost all of the uranium mass is associated with the < 2 mm size fraction 
and a negligibly small amount is associated with the gravel fraction. The gravel correction factor was 
derived by determining the fraction of < 2 mm grain size in the 300 Area soils. The gravel content varies 
within the model domain due to varying lithologies. But, because the majority of the vadose zone and 
upper part of the unconfined aquifer is dominated by sandy gravel unit, a 60 percent gravel fraction was 
deemed reasonable. The total uranium soil concentrations determined from the < 2 mm size fraction were 
adjusted by multiplying by 0.4 (for bulk volume), which is indicative of 40 percent of the sediment being 
< 2 mm size that contains all of the uranium mass.  

Prior to setting initial concentrations, the gravel corrected uranium concentrations were further adjusted 
for the component of uranium that would be exchangeable or labile. This was estimated to be 60 percent 
based on evaluations presented in ECF-300FF5-11-0151 and to be consistent with the approach adopted 
in ECF-300FF5-16-0091. The gravel corrected bulk soil concentrations were multiplied by 0.6 to adjust 
for the labile uranium fraction (as part of the initial conditions set-up). However, any interpolated 
uranium mass within the backfill material in the vadose zone was deemed to be non-labile. Based on the 
combined uranium gravel correction factor of 0.24, the initial total amount of uranium in the model 
amounted to about 9,680 kg. 
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(a) 

 

(b) 

 
(c) 

 

(d) 

 

Figure 4-12. Estimated Uranium Concentrations in the Vadose Zone at Different Elevations (a) 105 m, (b) 107 m, (c) 110 m, and (d) in Orthogonal View  
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5 Software Applications 

The Subsurface Transport Over Multiple Phases Software (both STOMP© and eSTOMP) is licensed by 
CH2M HILL Plateau Remediation Company (CHPRC) for use under the terms of a limited government 
license from PNNL, which developed the code to meet American Society of Mechanical Engineers 
(ASME) NQA-1-2000, Quality Assurance Requirements for Nuclear Facility Applications, and 
DOE O 414.1C, Quality Assurance, software requirements when those were applicable orders and 
standards. Currently, PNNL manages STOMP© and eSTOMP© under Configuration Management Plans 
(PNNL-SA-92584, Subsurface Transport Over Multiple Phases (STOMP) Software Configuration 

Management Plan, and PNNL-24121, eSTOMP Configuration Management Plan, respectively) in 
conjunction with Software Test Plans (PNNL-SA-92579, STOMP Software Test Plan, and PNNL-24120, 
eSTOMP Software Test Plan, respectively), that detail the procedures used to test, document and archive 
modifications to the source code. PNNL maintains specific operational modes of STOMP© and 
eSTOMP© as qualified Safety Software, Level C, per the DOE O 414.1D, Quality Assurance, definition 
for safety software and ASME NQA-1-2008, Quality Assurance Requirements for Nuclear Facility 

Applications, with NQA-1a-2009, Quality Assurance Requirements for Nuclear Facility Applications 

Addenda 1a (PNNL-24118, STOMP/eSTOMP Software Quality Assurance Plan). 

5.1 Software Identification 

The following describes the STOMP© and eSTOMP© controlled calculation software and its 
computational platform. 

 Software Title: STOMP-W© and eSTOMP-W© (a scientific tool for analyzing single- and multiple-
phase subsurface flow and transport using the integrated finite volume discretization technique with 
Newton-Raphson iteration).  

 Software Version: STOMP-W© was provided by PNNL on January 30, 2013, and was tested and 
approved for use by CHPRC as “CHPRC Build 4.” eSTOMP-W© was provided by PNNL on May 30, 
2017, and was tested and approved for use by CHPRC as “CHPRC Build 6.” For STOMP-W, 
CHPRC Build 4 is identical to CHPRC Build 5 and CHPRC Build 6; the latter were issued in 
response to development of eSTOMP©. 

 Hanford Information System Inventory Identification Number: 2471 (Safety Software S3, graded 
Level C).  

 STOMP was executed on the Green Linux cluster (owned and operated by INTERA, Incorporated at 
its Richland, Washington office; under contract with CHPRC).  

 Kinetic and equilibrium sorption models were solved using MATLAB R2011b 7.13.0.564 software. 
In this ECF, MATLAB was used analogously with a flat-file spreadsheet in which the calculation is 
wholly incorporated into this ECF and where the calculations, mathematical formulas, and input data 
were verified by the technical review of this ECF. The entire input file used in MATLAB is 
documented in Appendix E and verified by comparison to the mathematical formulation presented in 
Appendix D. 

 Workstation type and property number (from which software is run): eSTOMP© was executed on the 
INTERA Richland GREEN Linux Cluster and on the Austin Linux Cluster that is owned and 
managed by INTERA, Incorporated, a subcontractor to CHPRC and Washington River Protection 

                                                      
 Linux is the registered trademark of Linus Torvalds in the U.S. and other countries. 
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Solutions. The computer property tag for the front-end node is #469 at INTERA’s office in Richland, 

Washington.  

 The node on the Richland GREEN Linux Cluster is a Dell™ PowerEdge™ R510 with two six-core 
Intel Xeon X5660 processors @ 2.80GHz and 48 GB of RAM. As given by the command “uname 

–a”, the operating system details are:  

o Linux green 3.2.0-65-generic #98-Ubuntu SMP Wed Jun 11 20:27:07 UTC 2014 x86_64 
GNU/Linux. 

o Approved User: A. Mayenna, R. Senger. 

 The nodes on the Austin Linux Cluster are: 

o Linux nodes01-07.cluster 2.6.32-358.23.2.el6.x86_64 #1 SMP Wed Oct 16 18:37:12 UTC 2013 
x86_64 GNU/Linux 

o Approved User: R. Senger. 

5.2 Software Quality Assurance 

The use of STOMP© and eSTOMP© to implement the model in support of Stage A and Stage B 
sequestration of uranium at the 300-FF-5 OU and perform calculations, and the use of Tecplot 360 and 
Microsoft Excel® to post-process results, is performed in a manner that satisfies and complies with 
environmental quality assurance requirements indicated by 10 CFR 830, “Nuclear Safety Management,” 

and Subpart A, “Quality Assurance”; DOE O 414.1D; and State and Federal environmental regulations. 
EM-QA-001, Office of Environmental Management Quality Assurance Program, Attachment G, 
“Software Quality Requirements,” and Attachment H, “Model Development, Use, and Validation,” list 

DOE management expectations for compliance, including configuration control, evaluation, 
implementation, verification and validation, and operation and maintenance. 

Quality assurance project planning for STOMP© and eSTOMP© modeling follows the guidance in 
EPA/240/R-02/007, Guidance for Quality Assurance Project Plans for Modeling (EPA QA/G-5M). 
Model project planning includes documenting specific model development efforts and applications. It 
addresses as relevant and important all nine “Group A” elements presented in EPA/240/B-01/003, EPA 

Requirements for Quality Assurance Project Plans (EPA QA/R-5). The nine elements include problem 
definition and background, quality objectives and criteria for measurements and data acquisition leading 
to model inputs and outputs, data validation and usability, references, documentation and records 
management, special training requirements and certifications for modelers, and assessments and reports to 
management.  

5.3 Software Installation and Checkout 

The software installation and checkout form for eSTOMP© is provided in Attachment F to this ECF.

                                                      
™ Dell and PowerEdge are trademarks of Dell Inc. in the U.S. and other countries. 
 Intel and Xeon are registered trademarks of Intel Corporation or its subsidiaries in the U.S. and other countries. 
 Tecplot is a registered trademark of Tecplot, Inc., Bellevue, Washington. 
 Microsoft and Excel are registered trademarks of the Microsoft Corporation in the U.S. and other countries. 
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6 Calculation 

6.1 Flow Model Development and Calibration 

Development of the flow model involved deriving and applying appropriate flow boundary conditions 
and calibrating the hydraulic properties to match the field observations. The flow modeling focused on 
reproducing the seasonal water-level fluctuations monitored in the AWLN wells. The calibration was 
done manually, mainly by appropriate boundary conditions along the sides of the model, as described in 
Section 4.3.5. This involved the extrapolation of the monitored water levels from the nearest well to the 
boundary and defining appropriate gradients along the boundary based on the overall water table maps 
reported in the annual Hanford Site groundwater monitoring reports (AGWR). The spatial distribution of 
the hydraulic conductivity zones (Figure 6-1) also incorporated the manual calibration of the river tracer 
model, which is described in Section 6.2 below. 

 
Source: ECF-300FF5-19-0005, Injection Volumes for 300-FF-5 Stage B Injections and Sampling. 

Figure 6-1. Aerial Photo of Stage B Treatment Area 

6.2 River Tracer Model 

The river-tracer model was used to model the influx of low EC water during periods of high river stage. 
For this model, all boundary conditions were assigned a tracer concentration of 0 except for the river 
boundary, which was assigned a value of 1. The simulated tracer concentrations were monitored at 
different well locations. The simulated well was comprised of model nodes representing the screened 
interval in the saturated zone. Water saturations were used to determine if nodes were saturated. If a node 
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was saturated for a particular output time, the tracer concentration for that node was included in the 
average concentration determined for that well. Well-nodes with saturations less than 1.0 were not 
included in the average for that particular time period. River water tends to have low electrical 
conductivity compared to groundwater. The measured electrical conductivity at the Columbia River and 
wells close to the river varies between 120 to 123.6 μS/cm. Therefore, river water can be represented by 
electrical conductivity of 120 μS/cm. Electrical conductivity in the groundwater (without any presence of 
river water) tends to vary spatially. Therefore, groundwater electrical conductivity is represented by the 
95th percentile of the measured data at each well.  

The EC data for each well were normalized in order to make them directly comparable to the simulated 
river tracer concentrations ranging from 0 to 1. The data were normalized using the following: 

 
The model was also used for the measured electrical conductivities in selected wells near the Columbia 
River for calibration of hydraulic conductivities using the Parameter EStimation Tool (PEST), which is 
described in detail in Appendix C. The river tracer model was used because calibration of measured 
hydraulic heads in the AWLN wells using PEST could not improve the simulated hydraulic heads, 
because they were insensitive to changes in the hydraulic conductivity field.  

6.3 Phosphate Transport Modeling  

Modeling of phosphate injection and transport in the aquifer was undertaken based on sorption/retardation 
parameters derived from experiments and observations of phosphate concentrations during the treatment 
and post-treatment time periods. Phosphate injections were simulated, and phosphate concentrations were 
compared to the observations made in the PRZ and aquifer wells. The results were used to demonstrate 
adequacy of parameters for modeling phosphate transport in the vadose zone and aquifer and for 
projecting concentrations in the aquifer. 

Phosphate injection and infiltration was simulated based on the operational records for Stage B. The rate 
of injection and infiltration along with timings and locations were consistent with the Stage B operation 
schedule (ECF-300FF5-19-0005, Injection Volumes for 300-FF-5 Stage B Injections and Sampling).  

For modeling transport of phosphate, the Kd value within the vadose zone was chosen to be 0.02 mL/g 
based on experimental evaluations reported in PNNL-17818, 300 Area Treatability Test: Laboratory 

Development of Polyphosphate Remediation Technology for In Situ Treatment of Uranium Contamination 

in the Vadose Zone and Capillary Fringe, Table 4.2. A ten times higher value of 0.2 mL/g is applied to 
the saturated zone based on evaluation of monitoring data on phosphate migration in the aquifer. All other 
transport parameters (e.g., dispersivity, molecular diffusion) were left unchanged.  

6.4 Modeling Uranium Transport 

EA using uranium sequestration was implemented in a 1.2 ha (3 ac) area in two stages, A and B. The 
Stage A EA treated a 0.3 ha (0.75 ac) area, while the Stage B EA treated the remaining 0.9 ha (2.25 ac) 
area. The purpose of Stage A was to perform the remedy on a small area, evaluate effectiveness in 
meeting the goals of the 300 Area ROD/ROD Amendment (EPA and DOE, 2013), and establish a 
baseline from which to refine operations for the larger Stage B area. Based on an evaluation of Stage A 
results, which included a series of data quality objective meetings, the implementation process was 
refined for Stage B (Section 2.1.1 of DOE/RL-2014-42-ADD1). 
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This section provides details on flow and transport (uranium and phosphate) modeling conducted using 
STOMP. The 3-D fate and transport modeling using STOMP was performed in three stages: 

1. Modeling uranium transport prior to Stage A treatment.  

2. Modeling uranium transport during Stage A treatment and post Stage A-treatment time periods.  

3. Modeling uranium transport during Stage B treatment and post Stage B-treatment time periods. 

6.4.1 Modeling Uranium Transport Prior to Stage A and Stage B Treatments 

A fate and transport model was developed to estimate the uranium soil and groundwater concentrations 
prior to Stage A and Stage B treatment. The emphasis of this model was to match the uranium 
concentrations in the aquifer observed over the past 20 years (approximately). As some simplifications 
are inherent in modeling complex uranium leaching and transport characteristics within a dynamic 
aquifer, the focus was on matching the trend in uranium concentrations at selected wells where long-term 
monitoring records exist and to be reasonably close to the magnitude of uranium concentrations observed 
in the aquifer. The exact reconstruction of the past was not the objective of the model due to limited 
information on the uranium soil distribution and various past remediation activities. The hydraulic 
properties and boundary conditions developed for this model were used in the later models with minor 
changes where necessary. 

Calibration of the uranium model included adjusting the maximum initial uranium concentrations 
(labile fraction) to better match with measured uranium concentrations from 1997 through 2015. Initial 
concentrations were adjusted by setting all saturated zone Hanford and Ringold unit soil concentrations to 
zero based on the understanding that the labile fraction would have been removed over many decades of 
pore volume flushing prior to starting of the model. Also, all uranium concentrations below background 
value were set to background. 

6.4.2 Modeling Uranium Transport During and After Stage A and Stage B Treatments  

Fate and transport modeling of uranium during and following the Stage A and Stage B phosphate 
treatments is conducted by simulating the effects of injection on uranium mobility in a manner similar to 
that undertaken previously in ECF-300FF5-16-0091. A single-site kinetic sorption-desorption model was 
used. During and following the treatment the backward (desorption) rate constant for kinetic sorption is 
reduced by a factor of 10 within the Stage A and Stage B EAA (see Section 4.4 for additional discussion). 

The Stage A treatment was conducted in November 2015 over a smaller area while the Stage B treatment 
area occurred over a larger area in September 2018. The Stage B consisted of two segments where 
injections were conducted: a small western segment and a larger eastern segment (ECF-300FF5-19-0005; 
Figure 6-1). 

The uranium transport base-case simulations cover different periods including the (a) transport prior to 
Stage A treatment, (b) transport during Stage A treatment, (c) transport during Stage B treatment, and (d) 
transport post Stage B treatment, with the time periods extending to 2040. Section 4.5 provides the 
uranium transport parameter values chosen for the base case. 

                                                      
 Note that the forward reaction rate constant for kinetic sorption is calculated as the product of Kd, the backward (desorption) 
rate constant, and the ratio of bulk density to porosity. Increasing the value of the Kd by a factor of 10 while holding all other 
parameters constant has the effect of reducing the backward (desorption) rate constant by a factor of 10 compared to the pre-
treatment value. 
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6.5 Sensitivity Cases 

Additional sensitivity cases were performed which included: 

 A sensitivity case, the Alternative Conceptual Model 1 (ACM1), was conducted with the river-tracer 
model for a more rigorous calibration of the hydraulic conductivity zonation of the saturated Hanford 
formation using PEST. The detailed approach and results of the calibration is described in 
Appendix C. The results indicated no significant improvement in terms of the fitted EC responses in 
the different AWLN wells compared to the base case, and the uranium transport modeling was 
conducted using base case zonation (Figure 4-5).  

 For the uranium transport model, a no-action case was conducted, which assumed that the Stage A 
and Stage B treatments did not happen to contrast with the base case. 

 An alternative kinetic sorption case was performed with the uranium transport model, using kinetic 
sorption parameters based on the more recent analyses described in Appendix D. These are discussed 
in more detail in Section 4.5. 
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7 Results  

7.1 Flow Model Results 

The flow model simulations used the zonation for the saturated Hanford formation shown in Figure 4-5, 
accounting for the higher-permeable zone, and a lower permeable zone along the Columbia River with a 
local connection allowing more rapid interchange between river water and groundwater, based on the 
river tracer modeling. 

The simulated hydraulic heads in the groundwater are largely controlled by the seasonal water-level 
variations in the Columbia River. The extrapolated hydraulic head variations from selected AWLN wells 
to the northern, southern, and western boundaries using the seepage boundaries conditions and inferred 
gradients along the boundaries, implied that the water-level variations of the Columbia River were 
reflected along these boundaries as described in Section 4.3.4. The simulated hydraulic heads at locations 
of the available AWLN wells in the model were compared with the measured daily average heads in 
Figures 7-1 through 7-8. The result show overall good agreement between the simulated and measured 
heads, which is also indicated in the calibration metric Bias (B), discussed in Section 4.4 and shown in 
Figures 7-9 through 7-16. 

  
Figure 7-1. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-2 
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Figure 7-2. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-7 

 
Figure 7-3. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-10A 
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Figure 7-4. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-12 

 
Figure 7-5. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-16A 
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Figure 7-6. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-23 

 
Figure 7-7. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-1-17A 
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Figure 7-8. Comparison of Model Simulated Hydraulic Heads and Observed Heads at Well 399-2-2 

 

 
Figure 7-9. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters at Well 399-1-2 
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Figure 7-10. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters at Well 399-1-7  

 

 
Figure 7-11. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters 

at Well 399-1-10A 
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Figure 7-12. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters 

at Well 399-1-12 

 

 
Figure 7-13. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters  

at Well 399-1-16A 
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Figure 7-14. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters  

at Well 399-1-23 

 

 
Figure 7-15. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters  

at Well 399-1-17A 
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Figure 7-16. Calibration Metric Bias (B) of Simulated and Observed Hydraulic Heads in Meters at Well 399-2-2 

7.2 River Tracer Model 

The river tracer model simulates influx of low EC water into the aquifer during periods of high river 
stage. Using the hydraulic conductivity zonation of the saturated Hanford formation (Figure 4-5), the 
simulated normalized EC fractions are compared to those measured in selected AWLN wells. The results 
are shown for the period between 2009 and 2019 in Figures 7-17 through 7-20. They show a reasonably 
good agreement in terms of the overall response to the peak water levels. The timing of the simulated 
peaks for wells 399-1-23 and 399-1-17A are somewhat earlier than the measured peaks (Figures 7-17 and 
7-18), whereas those for wells 399-1-16A and 399-1-7 do coincide (Figures 7-19 and 7-20). This is 
consistent with the fact that the latter two wells are closer to the river and the other two are at a greater 
distance from the river, slightly over-predicting the response.  
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Figure 7-17. Tracer Model Results Showing Simulated and Measured Concentrations in Well 399-1-23 

 
Figure 7-18. Tracer Model Results Showing Simulated and Measured Concentrations in Well 399-1-17A 



ECF-300FF5-19-0086, REV. 0 

7-11 

 
Figure 7-19. Tracer Model Results Showing Simulated and Measured Concentrations in Well 399-1-7 

 
 Figure 7-20. Tracer Model Results Showing Simulated and Measured Concentrations in Well 399-1-16A 
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7.3 Phosphate Transport Modeling During and Post-Treatment Time Periods 

The phosphate injection during Stage B was implemented in the 3-D STOMP model and the transport of 
phosphate through the unsaturated and saturated zone was modeled. The computed concentrations in the 
different well locations are compared with the observed data for selected groundwater monitoring wells 
(Figures 7-21 through 7-26). The time history results indicate a reasonably good agreement with the 
observed phosphate concentrations in the different monitoring wells. Spatial phosphate plume contours 
are drawn based on available information from monitoring wells at selected times. The simulated plume 
map for September 2018 is compared with the interpolated map based on the observed data from 
monitoring wells (Figure 7-27). The filled color contours in the figure show the simulated model results 
while the contour lines are from the measured phosphate concentration data. The results indicate that the 
phosphate plume migrates readily in the saturated zone slightly beyond the Stage A and Stage B areas. 
The simulated plume extends somewhat farther as it is three days later than the measurements.  

 

 
Figure 7-21. Simulated vs Observed Phosphate Concentration in Well 399-1-161 
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Figure 7-22. Simulated vs Observed Phosphate Concentration in Well 399-1-159 

 
Figure 7-23. Simulated vs Observed Phosphate Concentration in Well 399-1-73  



ECF-300FF5-19-0086, REV. 0 

7-14 

 
Figure 7-24. Simulated vs Observed Phosphate Concentration in Well 399-1-158 

 
Figure 7-25. Simulated vs Observed Phosphate Concentration in Well 399-1-152 
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Figure 7-26. Simulated vs Observed Phosphate Concentration in Well 399-1-157 
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Figure 7-27. Phosphate Concentration Comparison between Model Simulated and Interpolated Data Based 

on Observations 

7.4 Modeling Uranium Transport 

The modeling of the uranium transport assumed an initial uranium soil distribution in the vadose zone, 
described in detail in ECF-300FF5-16-0087 and summarized in Section 4.6. Note that initial residual 
uranium concentrations in the saturated zone (below 105 m elevation) and any interpolated uranium 
within the backfill material were set to zero, because that uranium mass was deemed to be non-labile. The 
simulated transport of uranium from the vadose zone to the saturated zone was used for comparison with 
monitored uranium concentrations at selected wells over the last 20 years (approximately). As mentioned 
earlier (Section 4.5) the transport and interaction of the uranium with the soil material was represented by 
a kinetic sorption model.  

The simulation results are shown in Figures 7-28 through 7-30 in terms of time histories of average 
concentrations at selected wells for comparison with measured uranium groundwater concentrations in 
these wells. The simulated concentrations are calculated by taking the average concentrations of all 
saturated nodes (at the time of the calculation) that are located above elevation of 101.5 m at the 
monitoring well location. Within the model domain, the base of the highly conductive saturated Hf is 
typically just below 101.5 m elevation (Figure 4-4), and thus only those nodes that are reflective of the 
unconfined surficial aquifer conditions are chosen to represent the average concentration in the aquifer. 
Therefore, the concentrations are not directly comparable to the observed concentration, which is 
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influenced by the length of the well screen. This approach is taken to represent the aquifer concentration 
in an unbiased manner.  

The results show variability of simulated concentrations associated with seasonal water-table fluctuations, 
which is also reflected in the data that are measured at different times in different wells. The fluctuation is 
also associated with the kinetic sorption and desorption behavior in the PRZ that can result in uranium 
spikes as the water-level rises and mobilizes uranium in the vadose zone, which is then transported into 
the saturated zone. While the simulated results are presented for past approximately 20 years, the focus is 
on getting the average concentration trends to match with the past 5 to 10 years of the monitoring record. 
This is because of the large uncertainty on the extent of initial uranium soil distribution in the PRZ and 
lack of detailed records on the water table conditions prior to 2005. Therefore, the results near the start of 
the simulation should not be used to compare with the monitoring data to assess the validity of the model.  

Overall, the simulation results reproduce reasonably well the magnitude and trends in the monitored 
groundwater wells that are located inland from the river boundary. For monitoring wells that are located 
close to the river (e.g., 399-1-10A and 399-2-2), the model results show lower average concentrations 
than observed, indicating complex mixing with river water due to localized flow paths (local 
paleochannels) near the present-day river channel for which not much information is available. 
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(a)  (b)  

(c)  (d)  

 

Figure 7-28. Measured and Simulated Groundwater Uranium Concentrations During the Calibration Period at (a) Well 399-1-12, (b) Well 399-1-23, (c) Well 399-1-17A, and (d) Well 399-1-2 
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(a)  (b)  

(c)  (d)  

 

Figure 7-29. Measured and Simulated Groundwater Uranium Concentrations During the Calibration Period at (a) Well 399-1-16A, (b) Well 399-1-10A, (c) Well 399-1-55, and (d) Well 399-1-62 
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(a)  (b)  

(c)    

 

Figure 7-30. Measured and Simulated Groundwater Uranium Concentrations During the Calibration Period at (a) Well 399-1-164, (b) Well 399-1-7, and (c) Well 399-2-2  
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The spatial distribution of simulated uranium distributions at different times is shown in Figures 7-31 
through 7-33. For comparison, the contours of measured uranium concentrations in the different wells in 
the area are also shown. The results indicate that, in December 2018, the uranium concentrations in the 
Stage A and Stage B areas are reduced due to the reduced leachability associated with the high 
concentrations of phosphate in those areas. 

 
Figure 7-31. Simulated Uranium Plumes at Different Times at January 2009 
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Figure 7-32. Simulated Uranium Plumes at Different Times at June 2014 

 
Figure 7-33. Simulated Uranium Plumes at Different Times at December 2018 
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A detailed comparison of simulated uranium concentrations averaged over the screened intervals of 
selected monitoring wells and measured concentrations over the calibration period from January 2018 
through December 2019 is shown in Figures 7-34 through 7-38 for wells 399-1-17A, 399-1-23, 399-1-12, 
399-1-7, and 399-1-164. The figures include the pre-Stage B, the Stage B remedy action, and post-Stage 
B periods. The response for well 399-1-17A indicates a steep increase associated with the water-level rise 
during early summer 2018 followed by a decline. The effect of the phosphate injection during Stage B is 
indicated by a steep decline during September and October 2018 (Figure 7-34), which is also indicated in 
nearby well 399-1-23 (Figure 7-35). Both the observed and simulated concentrations remain low 
throughout 2019. Well 399-1-12, located northwest (upgradient) of Stage B treatment area, shows little 
response at or below the 30 µg/L clean-up level (CUL), whereas the simulation results show some 
seasonal variation (Figure 7-36), but much less than that in well 399-1-17A. Both wells 399-1-7 and 
399-1-164 (Figures 7-37 and 7-38) also indicate a distinct decline following Stage B injections, whereas 
the simulated concentrations respond to the water-levels during summer followed by a gradual decline. 
These two wells are south of the Stage B area and may be affected by the higher permeability zone 
(Figure 4-5). 

  
Note: Comparison between Model Simulated and Interpolated Data based on Observations for Well 399-1-17A and to the CUL. 

Figure 7-34. Time Histories of Uranium Concentrations Post Stage A and During and Post Stage B Periods 
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Note: Comparison between Model Simulated and Interpolated Data Based on Observations for Well 399-1-23 and to the CUL. 

Figure 7-35. Time Histories of Uranium Concentrations Post Stage A and During and Post Stage B Periods 

 

  
Note: Comparison between Model Simulated and Interpolated Data based on Observations for Well 399-1-12 and to the CUL. 

Figure 7-36. Time Histories of Uranium Concentrations Post Stage A and During and Post Stage B Periods 
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Note: Comparison between Model Simulated and Interpolated Data Based on Observations for Well 399-1-7 and to the CUL. 

Figure 7-37. Time Histories of Uranium Concentrations Post Stage A and During and Post Stage B Periods 

 

 
Note: Comparison between Model Simulated and Interpolated Data Based on Observations for Well 399-1-164 and to the CUL. 

Figure 7-38. Time Histories of Uranium Concentrations Post Stage A and During and Post Stage B Periods 

The spatial distribution of the uranium plume during 2019 is shown in Figure 7-39. The simulated 
contours indicate somewhat higher concentrations and greater extent of the 30 µg/L contours during June 
2019 compared to January 2019, whereas the measured contours show little difference. Note that the 
contours based on measurements represent largely the average concentrations in the screened interval, 
whereas the simulated plume represents the concentration at the water table elevation.  
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The simulated future concentrations and plume evolution are shown in Figures 7-40 through 7-43 at the 
following times: January 2021 and June 2021 (Figure 7-40), January 2024 and June 2024 (Figure 7-41), 
January 2027 and June 2027 (Figure 7-42), January 2029 and January 2039 (Figure 7-43). The results 
suggest that most of the concentrations have decreased below 30 µg/L and only localized plumes remain 
near the Stage A and Stage B areas with concentrations above 30 µg/L. However, the extent and 
concentrations of the plumes typically increase during summer at higher Columbia River stages (i.e. June 
2019, 2021, 2027) compared to the winter months.  

The corresponding time histories of simulated concentrations in selected monitoring wells are shown in 
Figures 7-44 through 7-46. They indicate relatively narrow concentration spikes during the summer 
months, whereas the lows are typically broader. Since the spatial plots are at fixed times (January and 
June of each year), the concentration spikes in the individual wells (Figures 7-44 through 7-46) do not 
necessarily correspond to the times at which the plume maps are generated and would not indicate higher 
uranium concentrations (i.e., Figure 7-41).  
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 (a) 

 (b) 

Figure 7-39. Simulated Uranium Plumes at Different Times: at (a) January 2019, (b) June 2019 
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(a) 

(b) 

Figure 7-40. Simulated Uranium Plumes at Different Times: (a) January 2021, b) June 2021 
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 (a) 

 (b) 

Figure 7-41. Simulated Uranium Plumes at Different Times: (a) January 2024, (b) June 2024 
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 (a) 

 (b) 

Figure 7-42. Simulated Uranium Plumes at Different Times: (a) January 2027, (b) June (2027) 
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 (a) 

 (b) 

Figure 7-43. Simulated Uranium Plumes at Different Times: (a) January 2029, (b) January 2039 



ECF-300FF5-19-0086, REV. 0 

7-34 

7.5 Sensitivity Cases for the Uranium Transport Model 

7.5.1 No-action case 

In addition to the base case (which includes effects of Stage A and Stage B treatment), a no action case 
was performed, maintaining the sorption parameters during the Stage A, Stage B, and post Stage B 
periods. The results in terms of time histories of average uranium concentrations in the screened depth 
intervals in selected monitoring wells are shown in Figures 7-47 through 7-49, in comparison to the base 
case. Note that for wells 399-1-2, 399-1-12, 399-1-10A, there was little or no difference between the base 
case and no-action case because the wells are outside and largely upstream from the Stage A and Stage B 
areas. The corresponding uranium plumes for the no-action case (Figures 7-50 through 7-52) show that 
the plume persists through 2039.  
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Figure 7-44. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-23, 399-1-12, 399-1-17A, and 399-1-2 
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Figure 7-45. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-16A, 399-1-10A, 399-1-55, and 399-1-62 
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Figure 7-46. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-164, 399-1-7, 399-2-3, and 399-2-2 
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Figure 7-47. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-23, 399-1-12, 399-1-17A, and 399-1-2,  

Comparing the No-Action Case and the Base Case Simulation Results
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Figure 7-48. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-16A, 399-1-10A, 399-1-55, and 399-1-62,  

Comparing the No-Action Case and the Base Case Simulation Results
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Figure 7-49. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2039 for Wells 399-1-164, 399-1-7, 399-2-2, and 399-2-3, 

Comparing the No-Action Case and the Base Case Simulation Results
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Figure 7-50. Simulated Uranium Plume for the No-Action case for January 2019  

 
Figure 7-51. Simulated Uranium Plume for the No-Action case for January 2029 
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 (b) 

(c) 

Figure 7-52. Simulated Uranium Plume for the No-Action case for January 2039 

7.5.2 Alternative Kinetic Sorption Model 

The alternative kinetic sorption model used updated parameters in terms of the kinetic forward reaction 
rate constant of 3.87E-02 1/hr and Kd of 7.41 L/kg (Table 4-6; Section 4.4). The simulated distribution of 
uranium in the groundwater is shown in Figure 7-53 for two times: (a) January 2019 and (b) January 
2029. The results indicate overall lower concentration and less extent of the 30 µg/L concentration 
contour compared to the base case (Figures a, c). 

The results in terms of time histories of uranium concentrations are compared to the base case and the 
measured uranium concentrations in the selected monitoring wells in Figures 7-54 through 7-56, which is. 
The alternative sorption model typically results in lower uranium concentration in the groundwater 
compared to the base case. Overall, it reproduces the same trend as the base case and observed data. 
Using the calibration metric, described in Section 4. 3, the MAE is similar between the base case and the 
alternative sorption model (Table 7-1). However, the bias (B) for the alternative sorption model tends to 
be more negative, indicating overall underprediction.  
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(a) 

(b) 

Figure 7-53. Simulated Uranium Plume for the Alternative Kinetic Sorption Case for  
(a) January 2019, and (b) January 2029  
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Figure 7-54. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2019 for Different Wells, Comparing the Alternative Kinetic Sorption Model (ksm1) and the Base Case Results 
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Figure 7-55. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2019 for Different Wells, Comparing the Alternative Kinetic Sorption Model (ksm1) and the Base Case Results 
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Figure 7-56. Time Histories of Uranium Concentrations for Periods Before, During, and Post Stage A and Stage B through 2019 for Different Wells, Comparing the Alternative Kinetic Sorption Model (ksm1) and the Base Case Results  
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Table 7-1. Calibration Metric in Terms of Mean Average 
Error and Bias between the Base Case and the 

Alternative Kinetic Case 

Well ID 

Base Case 

Alternative 

Sorption Model 

MAE B MAE B 

399-1-10A 25.0 -23.5 25.0 -24.8 

399-1-12 12.5 1.2 11.3 -10.6 

399-1-16A 25.7 -0.7 25.7 -18.3 

399-1-17A 38.7 -13.8 35.9 -31.9 

399-1-2 14.5 5.3 14.4 -11.5 

399-1-23 227.1 227.1 86.0 86.0 

399-1-55 145.3 -92.8 161.9 -140.3 

399-1-62 194.4 -189.4 228.6 -228.4 

399-1-7 27.0 -14.3 37.6 -33.4 

399-2-2 78.2 -76.2 80.0 -79.8 

B = bias 
MAE = mean average error 

 

7.5.3 Uranium Mass Balance Calculations 

Of particular interest is the time evolution of the uranium mass transport from the vadose zone to the 
water table. For this, the mass flux rate and cumulative mass flux across the 105-m elevation plane 
(average water table) in the 3-D flow and transport model was computed for the different cases. This is 
shown in Figure 7-57 for the base case and in Figure 7-58 for the “no-action” sensitivity case. The results 
are presented from 2009 onward and indicate a gradual decrease in the magnitude of uranium mass flux 
rates. Some fluxes are negative indicating upwardly directed mass fluxes associated with the increase in 
water levels above the 105-m elevation. Most fluxes are downward (positive values) associated with 
lower water levels and overall downward water flow associated with the constant recharge rate assigned 
at land surface. A direct comparison of the cumulative uranium mass flux between the two cases, shown 
in Figure 7-59, indicates the impact of the Stage A and Stage B treatment. The extrapolation to start of 
Year 2040 suggests that about 240 kg less uranium reaches the groundwater in the base case due to the 
Stage A and Stage B treatment in the enhanced attenuation area. 

The magnitude of uranium mass flux rates with time for the alternative sorption case (Figure 7-60) 
indicates a decrease in the flux compared to the base case. Note, the plot shows the simulation from the 
first simulation cycle starting at 1989. As a result, only the relative change in the cumulative uranium 
mass flux can be compared with the base case. For the comparable time period between 2009 and 2020, 
the cumulative mass flux to the water table is about 280 kg compared to about 400 kg in the base case 
(Figure 7-57). 
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Figure 7-57. Mass Flux Rate of Dissolved Uranium and the Cumulative Mass of Uranium Transport Across 

the Approximate Water Table for the Base Case 
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Figure 7-58. Mass Flux Rate of Dissolved Uranium and the Cumulative Mass of Uranium Transport Across 

the Approximate Water Table for the No-Action Case 
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Figure 7-59. Comparison of the Cumulative Mass of Uranium Transport Across the Approximate Water Table 

Between the Base Case and the No-Action Case (Relative to Year 2009) 

0

200

400

600

800

1,000

1,200

2009 2011 2013 2015 2017 2019 2021 2023 2025 2027 2029 2031 2033 2035 2037 2039

U
ra

n
iu

m
 F

lu
x 

In
te

gr
al

 (
K

g)

Time (yr)

Uranium Flux Integral (no treatment)

Uranium Flux Integral (with treatment)



ECF-300FF5-19-0086, REV. 0 

7-53 

 
Figure 7-60. Mass Flux Rate of Dissolved Uranium and the Cumulative Mass of Uranium Transport Across 

the Approximate Water Table for the Alternative Sorption Case 
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8 Conclusion 

This ECF presents the development of a system-scale 3-D STOMP model to evaluate the fate and 
transport of uranium prior to, during, and following the enhanced attenuation remedial action undertaken 
through Stage A and Stage B treatment. Stage A treatment occurred in November 2015 followed by Stage 
B treatment in September 2018. For both Stage A and Stage B treatment, high concentration 
polyphosphate amended solutions were injected into the vadose zone with focus on delivering the 
solutions to the PRZ and lower vadose zone. 

This ECF synthesizes all of the relevant information for conducting the fate and transport modeling to 
evaluate the uranium concentrations in the aquifer in the vicinity of the Stage A and Stage B EAA. This 
included the development of a detailed geoframework model, evaluation of different lithofacies and their 
representation as an EHM in terms of flow and transport properties, and development of uranium soil 
distribution. Uranium transport modeling was conducted using single-site kinetic sorption-desorption 
parameters that were implemented in the 3-D STOMP model.  

The system-scale model was calibrated using the detailed water-level measurements from AWLN 
monitoring wells that included a decade long record (2009-2018) of water-level fluctuations resulting 
from daily and seasonal variation in the Columbia River stage. Along the side boundaries of the model 
domain, average daily water-level fluctuations were prescribed (based on monitoring data) in addition to 
the hydraulic gradients. Spatial and temporal variations in electric conductivity measurements in selected 
wells, representing the mixing of river water with upgradient groundwater, were used for calibration of 
the hydraulic property zonation in the model domain. The implementation of the detailed injection rates 
and duration of polyphosphate amended solutions into the model during Stage B operations was used for 
further calibration.  

Prior to Stage A and Stage B treatment time period, evaluation of long-term uranium trends and 
magnitudes was undertaken to establish representativeness of the system-scale model. While the 
simulated results are compared with observed uranium concentrations at monitoring wells over the past 
approximately 20 years, the focus is on getting the average concentration trends to match with the past 5 
to 10 years of the monitoring record. The simulated average concentration in selected monitoring wells 
compared reasonably well with the overall trends, variations, and magnitude.  

Effect of uranium sequestration from polyphosphate solution injection during the treatment and for the 
one-year period immediately following the treatment was evaluated by comparing the simulated results to 
the monitoring data. The simulated concentration in selected monitoring wells compared reasonably well 
with the overall trends, variations, and magnitude, indicating reasonableness of the modeling approach 
and choice of kinetic desorption parameters. A longer-term simulation was conducted to predict future 
concentrations over the next 20 years. 

The effectiveness of the Stage A and Stage B treatment was evaluated by comparing the results to a 
separate simulation where no remedial action was simulated (no-action case) thereby excluding the 
effects of sequestration. The results indicated significantly higher concentrations of uranium persisting in 
the aquifer for the no-action case. Comparison of the cumulative transport of uranium from the vadose 
zone to the saturated zone over the next 20 year period showed that the base-case simulation (with Stage 
A and Stage B treatment effects) resulted in about 22% reduction in uranium reaching the saturated zone 
compared to the no-action case.  

A separate simulation case was conducted using alternative kinetic desorption parameters based on the 
more recent analyses of laboratory experiments. The comparison of the simulated uranium concentrations 
with the measured data yielded a similar mean absolute error as the base case, but resulted in overall 
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lower concentrations in the aquifer. This case provides a way to quantify uncertainty resulting from 
choice of sorption-desorption parameters. 

 



ECF-300FF5-19-0086, REV. 0 

9-1 

9 References 

10 CFR 830, “Nuclear Safety Management,” Code of Federal Regulations, as amended. Available at: 
http://www.gpo.gov/fdsys/pkg/CFR-2010-title10-vol4/xml/CFR-2010-title10-vol4-
part830.xml. 

Subpart A, “Quality Assurance.” 

ANSI/ASME NQA-1-2000, 2000, Quality Assurance Requirements for Nuclear Facility Applications, 
American National Standards Institute/American Society of Mechanical Engineers, New 
York, New York. 

ANSI/ASME NQA-1-2008, 2008, Quality Assurance Requirements for Nuclear Facility Applications, 

American National Standards Institute/American Society of Mechanical Engineers, New 
York, New York. 

ANSI/ASME NQA-1a-2009, 2009, Quality Assurance Requirements for Nuclear Facility Applications 

Addenda 1a, American National Standards Institute/American Society of Mechanical 
Engineers, New York, New York. 

Comprehensive Environmental Response, Compensation, and Liability Act of 1980, 42 USC 9601, et seq., 
Pub. L. 107-377, December 31, 2002. Available at: 
https://www.csu.edu/cerc/researchreports/documents/CERCLASummary1980.pdf. 

CP-63883, 2019, Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site 

Composite Analysis, CH2M HILL Plateau Remediation Company, Richland, Washington. 

DOE O 414.1C, 2005, Quality Assurance, U.S. Department of Energy, Washington, D.C. Available at: 
https://www.directives.doe.gov/directives/0414.1-BOrder-c/view.  

DOE O 414.1D, 2011, Quality Assurance, U.S. Department of Energy, Washington, D.C. Available at: 
https://www.directives.doe.gov/directives-documents/400-series/0414.1-BOrder-
d/@@images/file. 

DOE/RL-2009-30, 2010, 300 Area Decision Unit Remedial Investigation/Feasibility Study Work Plan for 

the 300-FF-1, 300-FF-2, and 300-FF-5 Operable Units, Rev. 0, U.S. Department of Energy, 
Richland Operations Office, Richland, Washington. Available at: 
https://pdw.hanford.gov/document/0084376. 

DOE/RL-2014-13, 2015, Integrated Remedial Design Report/Remedial Action Work Plan for the 300 

Area (300-FF-1, 300-FF-2 & 300-FF-5 Operable Units), Rev. 0, U.S. Department of Energy, 
Richland Operations Office, Richland, Washington. Available at: 
https://pdw.hanford.gov/document/0081153H. 

DOE/RL-2014-13-ADD2, 2015, Remedial Design Report/Remedial Action Work Plan Addendum for the 

300 Area Groundwater, Rev. 0, U.S. Department of Energy, Richland Operations Office, 
Richland, Washington. Available at: 
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0081151H. 

DOE/RL-2014-42, 2015, 300-FF-5 Operable Unit Remedy Implementation Sampling and Analysis Plan, 
Rev. 0, U.S. Department of Energy, Richland Operations Office, Richland, Washington. 
Available at: http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0079669H. 

http://www.gpo.gov/fdsys/pkg/CFR-2010-title10-vol4/xml/CFR-2010-title10-vol4-part830.xml
http://www.gpo.gov/fdsys/pkg/CFR-2010-title10-vol4/xml/CFR-2010-title10-vol4-part830.xml
https://www.csu.edu/cerc/researchreports/documents/CERCLASummary1980.pdf
https://www.directives.doe.gov/directives/0414.1-BOrder-c/view
https://www.directives.doe.gov/directives-documents/400-series/0414.1-BOrder-d/@@images/file
https://www.directives.doe.gov/directives-documents/400-series/0414.1-BOrder-d/@@images/file
https://pdw.hanford.gov/document/0084376
https://pdw.hanford.gov/document/0084376
https://pdw.hanford.gov/document/0081153H
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0081151H
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0079669H


ECF-300FF5-19-0086, REV. 0 

9-2 

DOE/RL-2014-42-ADD1, 2016, 300-FF-5 Operable Unit Remedy Implementation Sampling and 

Analysis Plan Addendum for Stage B Uranium Sequestration, Rev. 0, U.S. Department of 
Energy, Richland Operations Office, Richland, Washington. Available at: 
https://pdw.hanford.gov/document/0071642H. 

ECF-300FF5-11-0151, 2012, Groundwater Flow and Uranium Transport Modeling in Support of the 300 

Area FF-5 RI/FS, Rev. 3, CH2M HILL Plateau Remediation Company, Richland, 
Washington. Available at: https://pdw.hanford.gov/document/0078650H. 

ECF-300FF5-16-0087, 2019, Determination of Vadose Zone Uranium Concentration Distribution Extents 

and Development of a Three-Dimensional Geologic Framework Model for the 300-FF-5 

Operable Unit, Hanford, Washington, Rev. 0, CH2M HILL Plateau Remediation Company, 
Richland, Washington. Available at: https://pdw.hanford.gov/document/AR-01154. 

ECF-300FF5-16-0091, 2016, Uranium Transport Modeling in Support of the Stage A Enhanced 

Attenuation Remedy at 300-FF-5 Operable Unit, Rev. 0, CH2M HILL Plateau Remediation 
Company, Richland, Washington. Available at: https://pdw.hanford.gov/document/AR-01154. 

ECF-300FF5-19-0005, 2019, Injection Volumes for 300-FF-5 Stage B Injections and Sampling, Rev. 0, 
CH2M HILL Plateau Remediation Company, Richland, Washington. Available at: 
https://pdw.hanford.gov/document/AR-03056. 

ECF-300FF5-19-0089, 2019, Geochemical Evaluations and Reactive Transport Modeling in Support of 

Stage B Enhanced Attenuation Remedy at 300-FF-5-Operable Unit, Rev. 0, CH2M HILL 
Plateau Remediation Company, Richland, Washington. 

ECF-HANFORD-13-0029, 2015, Development of the Hanford South Geologic Framework Model, 

Hanford Site Washington, Rev. 2, U.S. Department of Energy, Richland Operations Office, 
Richland, Washington. Available at: https://pdw.hanford.gov/document/0072751H. 

EM-QA-001, 2012, Office of Environmental Management Quality Assurance Program, Rev. 1, Office of 

Environmental Management, U.S. Department of Energy, Washington, D.C. Available at: 

http://energy.gov/sites/prod/files/em/EMQualityAssuranceProgram(EM-QA-

001Revision1).pdf. 

Attachment G, “Software Quality Requirements.” 

Attachment H, “Model Development, Use, and Validation.” 

EPA and DOE, 2013, Hanford Site 300 Area Record of Decision for 300-FF-2 and 300-FF-5, and Record 

of Decision Amendment for 300-FF-1, U.S. Environmental Protection Agency and 
U.S. Department of Energy, Richland, Washington, Richland, Washington. Available at: 
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0087180. 

EPA/240/B-01/003, 2001, EPA Requirements for Quality Assurance Project Plans, EPA QA/R-5, Office 

of Environmental Information, U.S. Environmental Protection Agency, Washington, D.C. 
Available at: https://www.epa.gov/sites/production/files/2016-06/documents/r5-final_0.pdf.  

EPA/240/R-02/007, 2002, Guidance for Quality Assurance Project Plans for Modeling, EPA QA/G-5M, 
Office of Environmental Information, U.S. Environmental Protection Agency, 
Washington, D.C. Available at: 
http://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=200144KR.PDF. 

https://pdw.hanford.gov/document/0071642H
https://pdw.hanford.gov/document/0078650H
https://pdw.hanford.gov/document/AR-01154
https://pdw.hanford.gov/document/AR-01154
https://pdw.hanford.gov/document/AR-03056
https://pdw.hanford.gov/document/0072751H
http://energy.gov/sites/prod/files/em/EMQualityAssuranceProgram(EM-QA-001Revision1).pdf
http://energy.gov/sites/prod/files/em/EMQualityAssuranceProgram(EM-QA-001Revision1).pdf
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0087180
https://www.epa.gov/sites/production/files/2016-06/documents/r5-final_0.pdf
http://nepis.epa.gov/Exe/ZyPDF.cgi?Dockey=200144KR.PDF


ECF-300FF5-19-0086, REV. 0 

9-3 

Fritz, Brad G., and Evan V. Arntzen, 2007, “Effect of Rapidly Changing River Stage on Uranium Flux 

through the Hyporheic Zone,” Ground Water 45(6):753-760. Available at: 
http://info.ngwa.org/GWOL/pdf/072682493.pdf. 

Liu, Chongxuan, John M. Zachara, Nikolla P. Qafoku, and Zheming Wang, 2008, “Scale-dependent 
desorption of uranium from contaminated subsurface sediments,” Water Resour. Res. 44:13 
pp. Available at: 
http://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1304&context=usdoepub. 

Ma, R, C Zheng, H Prommer, J Greskowiak, C Liu, J Zachara, and M Rockhold, 2010, “A field-scale 
reactive transport model for U(VI) migration influenced by coupled multirate mass transfer 
and surface complexation reactions,” Water Resour. Res. 46. 

NUREG/CR-6940, 2007, Combined Estimation of Hydrogeologic Conceptual Model, Parameter, and 

Scenario Uncertainty with Application to Uranium Transport at the Hanford Site 300 Area, 
PNNL-16396, U.S. Nuclear Regulatory Commission, Washington, D.C. Available at: 
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-16396.pdf. 

PNL-10285, 1995, Estimated Recharge Rates at the Hanford Site, Pacific Northwest Laboratory, 
Richland, Washington. Available at: http://www.osti.gov/scitech/servlets/purl/10122247.  

PNNL-12030, 2000, STOMP Subsurface Transport Over Multiple Phases Version 2.0 Theory Guide, 
Pacific Northwest National Laboratory, Richland, Washington. Available at: 
http://stomp.pnl.gov/documentation/theory.pdf.  

PNNL-14725, 2006, Geographic and Operational Site Parameters List (GOSPL) for Hanford 

Assessments, Rev. 1, Pacific Northwest National Laboratory, Richland, Washington. Available 
at: http://www.pnl.gov/main/publications/external/technical_reports/PNNL-14725Rev1.pdf. 

PNNL-15782, 2006, STOMP: Subsurface Transport Over Multiple Phases Version 4.0 User’s Guide, 
Pacific Northwest National Laboratory, Richland, Washington. Available at: 
http://stomp.pnl.gov/documentation/userguide.pdf. 

PNNL-16805, 2007, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site, Pacific 
Northwest National Laboratory, Richland, Washington. Available at: 
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-16805.pdf 

PNNL-17708, 2008, Three-Dimensional Groundwater Models of the 300 Area at the Hanford Site, 

Washington State, Pacific Northwest National Laboratory, Richland, Washington. Available 
at: http://www.pnl.gov/main/publications/external/technical_reports/PNNL-17708.pdf.  

PNNL-17818, 2008, 300 Area Treatability Test: Laboratory Development of Polyphosphate Remediation 

Technology for In Situ Treatment of Uranium Contamination in the Vadose Zone and 

Capillary Fringe, Pacific Northwest National Laboratory, Richland, Washington. Available at: 
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-17818.pdf. 

PNNL-22886, 2013, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 

300 Area –Application to Uranium Reactive Transport, Pacific Northwest National 
Laboratory, Richland, Washington. Available at: 
http://www.pnnl.gov/main/publications/external/technical_reports/PNNL-22886.pdf. 

PNNL-24118, 2015, “STOMP/eSTOMP Software Quality Assurance Plan, Pacific Northwest National 
Laboratory, Richland, Washington. 

http://info.ngwa.org/GWOL/pdf/072682493.pdf
http://digitalcommons.unl.edu/cgi/viewcontent.cgi?article=1304&context=usdoepub
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-16396.pdf
http://www.osti.gov/scitech/servlets/purl/10122247
http://stomp.pnl.gov/documentation/theory.pdf
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-14725Rev1.pdf
http://stomp.pnl.gov/documentation/userguide.pdf
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-16805.pdf
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-17708.pdf
http://www.pnl.gov/main/publications/external/technical_reports/PNNL-17818.pdf
http://www.pnnl.gov/main/publications/external/technical_reports/PNNL-22886.pdf


ECF-300FF5-19-0086, REV. 0 

9-4 

PNNL-24120, 2017, eSTOMP Software Test Plan, Rev. 1.2, Pacific Northwest National Laboratory, 
Richland, Washington. 

PNNL-24121, 2017, eSTOMP Configuration Management Plan, Rev. 1.2, Pacific Northwest National 
Laboratory, Richland, Washington. 

PNNL-29650, 2020, Evaluation of the Change in Uranium Mobility in Sediments from Hanford 300-FF-5 

Stage B Polyphosphate Field Injection, Pacific Northwest National Laboratory, Richland, 
Washington. 

PNNL-SA-58541, 2007, Uranium(VI) Release from Contaminated Vadose Zone Sediments: Estimation of 

Potential Contributions from Dissolution and Desorption, U.S. Geological Survey, Menlo 
Park, California and Pacific Northwest National Laboratory, Richland, Washington. 
Available at: http://ifchanford.pnnl.gov/pdfs/bond_zachara_58541.pdf. 

PNNL-SA-92579, 2012, STOMP Software Test Plan, Pacific Northwest National Laboratory, Richland, 
Washington. 

PNNL-SA-92584, 2012, Subsurface Transport Over Multiple Phases (STOMP) Software Configuration 

Management Plan, Pacific Northwest National Laboratory, Richland, Washington. 

RPP-RPT-60101, 2018, Model Package Report: Flow and Contaminant Transport Numerical Model 

Used in WMA A-AX Performance Assessment and RCRA Closure Analysis, Washington River 
Protection Solutions, LLC, Richland, Washington. 

SGW-59455, 2016, 300-FF-5 Operable Unit Stage A Uranium Sequestration System Installation Report, 
Rev. 0, CH2M HILL Plateau Remediation Company, Richland, Washington. Available at: 
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0077730H. 

SGW-60778, 2019, 300-FF-5 Operable Unit Stage B Uranium Sequestration System Installation Report, 
Rev. 0, CH2M HILL Plateau Remediation Company, Richland, Washington. Available at: 
https://pdw.hanford.gov/document/0063871H. 

Shang, J, Lui, C., Wang, Z., Zachara, J.M., 2011, “Effect of Grain Size on Uranium(VI) Surface 
Complexation Kinetics and Adsorption Additivity,” Environmental Science & Technology 
45(14):6025-31. 

Slater LD, D Ntarlagiannis, FD Day-Lewis, K Mwakanyamale, RJ VerSteeg, A Ward, C Strickland, T 
Johnson, and JW Lane, Jr., 2010, “Use of Electrical Imaging and Distributed Temperature 

Sensing Methods to Characterize Surface Water-Groundwater Exchange Regulating Uranium 
Transport at the Hanford 300 Area, Washington,” Water Resour. Res. 46. 

van Genuchten, M.Th., 1980, “A Closed-form Equation for Predicting the Hydraulic Conductivity of 
Unsaturated Soils,” Soil Sci. Soc. Am. J. 44(5):892-898. Available at: 
http://ars.usda.gov/sp2UserFiles/Place/53102000/pdf_pubs/P0682.pdf. 

Xu, Moujin, and Yoram Eckstein, 1995, “Use of Weighted Least-Squares Method in Evaluation of the 
Relationship Between Dispersivity and Field Scale,” Ground Water 33(6):905-908. Available 
at: http://info.ngwa.org/gwol/pdf/952964066.PDF. 

Yabusaki SB, Y Fang, and SR Waichler, 2008, “Building conceptual models for field-scale reactive 
transport in a dynamic vadose zone-aquifer-river system.” Water Resour. Res. 44. 

 

http://ifchanford.pnnl.gov/pdfs/bond_zachara_58541.pdf
http://pdw.hanford.gov/arpir/index.cfm/viewDoc?accession=0077730H
https://pdw.hanford.gov/arpir/pdf.cfm?accession=0063871H
http://ars.usda.gov/sp2UserFiles/Place/53102000/pdf_pubs/P0682.pdf
http://info.ngwa.org/gwol/pdf/952964066.PDF


ECF-300FF5-19-0086, REV. 0 

A-i 

Appendix A 

Conceptual Framework for 300-FF-5 Vadose Zone Flow and Transport 
Modeling 

 
  



ECF-300FF5-19-0086, REV. 0 

A-ii 

 

This page intentionally left blank. 

  



ECF-300FF5-19-0086, REV. 0 

A-iii 

Contents 

A1 Introduction ................................................................................................................................... A-1 

A1.1 Purpose .................................................................................................................................. A-1 

A1.2 Modeling Approaches ........................................................................................................... A-1 

A1.3 Equivalent Homogeneous Medium (EHM) Modeling .......................................................... A-4 

A1.3.1 EHM Modeling Essentials ......................................................................................... A-4 

A1.3.2 Upscaling and Moisture Dependent Anisotropy ........................................................ A-5 

A2 Upscaling Methodology ................................................................................................................ A-7 

A2.1 Constitutive Relationships for Hydraulic Properties ............................................................. A-7 

A2.2 Variable Anisotropy Model ................................................................................................... A-8 

A2.3 Calculation Steps for the PA-TCT Modeling ........................................................................ A-9 

A2.3.1 Step 1: Calculate the Effective Moisture Retention Curve ...................................... A-10 

A2.3.2 Step 2: Apply the Power-Averaging Model ............................................................. A-11 

A2.3.3 Step 3: Apply the Tensorial Connectivity-Tortuosity Model .................................. A-11 

A2.4 Testing and Evaluation of the Variable Anisotropy Model ................................................. A-11 

A3 Hydraulic Properties for the Laboratory-Measured Core Samples ....................................... A-12 

A4 Effective (Upscaled) Flow Parameters ...................................................................................... A-12 

A4.1 Effective Transport Parameter Estimates ............................................................................ A-15 

A4.1.1 Diffusivity ................................................................................................................ A-15 

A4.1.2 Vadose Zone Macrodispersivities ............................................................................ A-16 

A4.1.3 Estimated Macrodispersivities ................................................................................. A-17 

A5 References .................................................................................................................................... A-19 

Figures 

Figure A-1.  Picture Illustrating a Heterogeneous Geologic Outcrop in 200 East Area ......................... A-2 

Figure A-2.  Illustration of Modeling Approaches for a Heterogeneous Geologic Outcrop (a) Using  
an Anisotropic EHM Representation with Each Unit Having its own Uniform Average 
Properties, and (b) Using Different Hydraulic Properties for Each Grid Block in the  
Model Grid Representing the Outcrop ................................................................................ A-3 

Figure A-3.  Schematic Illustrating Pressure Head Distributions During an Infiltration Experiment to 
Explain Moisture (Tension) Dependent Anisotropy ........................................................... A-6 

Figure A-4.  Schematic Illustrating Contrast in Macroscopic Anisotropy Behavior for Saturated  
Media (left) versus Unsaturated Media (right) ................................................................... A-6 

Figure A-5.  Effective Saturation Curve for Hanford Gravel ................................................................ A-13 

Figure A-6.  Effective Unsaturated Hydraulic Conductivities for Hanford Gravel .............................. A-14 

Figure A-7.  Variable Moisture (Tension) Dependent Anisotropy for Hanford Gravel ........................ A-15 

Figure A-8.  Longitudinal Laboratory- and Field-Scale Dispersivities in Unsaturated Media as a  
Function of Overall Problem Scale ................................................................................... A-18 



ECF-300FF5-19-0086, REV. 0 

A-iv 

Figure A-9.  Unsaturated Hydraulic Conductivity Measurements for Sand-Dominated and Gravel-
Dominated Samples .......................................................................................................... A-19 

Tables 

Table A-1.  Typical Cases with Varying Anisotropy Levels. .............................................................. A-10 

Table A-2.  The van Genuchten Parameters and Saturated Hydraulic Conductivity Data for the 25 
Samples Used to Represent the Gravel-Dominated Hydrostratigraphic Unit ................... A-11 

Table A-3.  Effective Soil Moisture Retention Parameters for the Hanford Gravel Unit .................... A-12 

Table A-4.  Optimized Saturated Hydraulic Conductivity and the Pore Connectivity-Tortuosity 
Coefficients for the Hanford Gravel Unit ......................................................................... A-12 

Table A-5.  Longitudinal Macrodispersivity Estimates (cm) and Ranges for the Hydrostratigraphic  
Units .................................................................................................................................. A-17 

 

  



ECF-300FF5-19-0086, REV. 0 

A-v 

Terms 

CA composite analysis 

CIE cumulative impact evaluation 

EHM equivalent homogeneous medium 

HSU hydrostratigraphic unit 

MDA moisture dependent anisotropy 

MRC moisture retention curve 

OU operable unit 

PA performance assessment 

S&L Sisson and Lu 

STOMP Subsurface Transport Over Multiple Phases 

PA-TCT power-averaging and tensorial connectivity-tortuosity 

TCT tensorial connectivity-tortuosity 

  



ECF-300FF5-19-0086, REV. 0 

A-vi 

 

This page intentionally left blank.



ECF-300FF5-19-0086, REV. 0 

A-1 

A1 Introduction 

A1.1 Purpose 

This appendix provides a description of the basis for the development and implementation of a conceptual 
model for vadose zone flow and transport for Stage A and Stage B uranium sequestration at the 300-FF-5 
Operable Unit (OU). The parameterization for a numerical model is intimately linked to the conceptual 
model framework. The report describes the basis for the selection of vadose zone hydraulic and transport 
parameters for the hydrostratigraphic units (HSUs) identified. Whenever data are sparse or unavailable, 
surrogate hydraulic properties are chosen based on samples collected near the River Corridor and nearby 
locations that are representative of sediments characteristic of the HSUs identified elsewhere.  

The following information is included in this appendix:  

 A brief description and technical basis for the conceptual model selected to represent vadose zone 
flow and transport modeling.  

 A summary of effective (upscaled) moisture retention, saturated hydraulic conductivity, and 
unsaturated hydraulic conductivity estimates for the Hanford gravel HSU at the 300-FF-5 OU. The 
effective (upscaled) flow parameter estimates for other HSUs are presented elsewhere (CP-63883, 
Vadose Zone Flow and Transport Parameters Data Package for the Hanford Site Composite 

Analysis, and RPP-RPT-60101, Model Package Report: Flow and Contaminant Transport Numerical 

Model Used in WMA A AX Performance Assessment and RCRA Closure Analysis). 

 A summary of effective transport parameters including macrodispersivity estimates for various HSUs 
at the 300-FF-5 OU. 

A1.2 Modeling Approaches 

Vadose zone sediments are heterogeneous at a variety of scales. For example, an outcrop, shown in 
Figure A-1, provides an illustrative example of the inherent variability in geologic media that can be 
observed in vadose zone sediments. Depending on the resolution needed in a modeling analysis, a variety 
of conceptual models can be developed and implemented to approximate flow through this example 
outcrop encompassing heterogeneous media. With respect to predictive resolution, however, geologic 
conceptual models can be classified into two broad categories: (1) an equivalent homogeneous medium 
(EHM) model, and (2) a heterogeneous media model.  

Following the EHM modeling approach, the outcrop (Figure A-1), for instance, may be mapped into three 
distinct large-scale geologic formations based on facies distribution (Figure A-2a). Each HSU is then 
assumed to have representative but uniform values in terms of vadose zone hydraulic properties 
(Figure A-2a). Each HSU is, however, treated as an anisotropic EHM. As discussed below, the equivalent 
homogeneous conceptual modeling approach uses small-scale laboratory measurements to predict the 
large, field-scale flow behavior. On the contrary, Figure A-2b, in effect, conceptualizes the heterogeneous 
geologic media as a collection of numerous small blocks with different hydraulic properties, mimicking 
the detailed spatial variability that is inherent in geologic deposits. The EHM modeling is the preferred 
approach for the vadose zone flow and transport modeling. 
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Reference: Yeh et al., 2015, Flow Through Heterogeneous Geologic Media. 

Figure A-1. Picture Illustrating a Heterogeneous Geologic Outcrop in 200 East Area  
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(a) 

 
(b) 

 
Reference: Yeh et al., 2015, Flow Through Heterogeneous Geologic Media. 

Figure A-2. Illustration of Modeling Approaches for a Heterogeneous Geologic Outcrop (a) Using an 
Anisotropic EHM Representation with Each Unit Having its own Uniform Average Properties, and (b) Using 

Different Hydraulic Properties for Each Grid Block in the Model Grid Representing the Outcrop  
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A1.3 Equivalent Homogeneous Medium (EHM) Modeling  

The following two topics are discussed in this section: (a) EHM modeling essentials, and (b) upscaling 
and moisture dependent anisotropy (MDA). 

A1.3.1 EHM Modeling Essentials 

Unlike a heterogeneous media model (Figure A-2b) wherein each STOMP© grid has variable hydraulic 
properties relative to moisture retention and unsaturated conductivity, it is not readily apparent as to how 
the spatial variability of hydraulic properties is embedded in an EHM model (Figure A-2a). The following 
discussion is an attempt in presenting the basics of EHM modeling and how an EHM model is populated. 

Stochastic characterization of the spatial variability of flow and transport properties has been found to be 
an effective method to treat subsurface heterogeneity and to represent upscaled flow and transport 
properties at the field scale (Dagan 1989, Flow and Transport in Porous Formations, Gelhar, 1993, 
Stochastic Subsurface Hydrology; NAP 2001, Science and Technology for Environmental Cleanup at 

Hanford; Yeh et al., 2015, Flow Through Heterogeneous Geologic Media). Following stochastic theory, 
the goal is then to develop relationships expressing the pressure head variations in terms of the mean 
pressure head field, which yields the mean stochastic equation describing the large, field-scale behavior. 
This is advantageous since the ensemble mean form of the governing equations (i.e., Richards’ equation 

and advective dispersive equation) solved by STOMP have the same form as those of the laboratory-scale 
problem, implying that the laboratory-scale equations can be upscaled (or scaled up) for field-scale 
problems.  

For the heterogeneous media, the small-scale laboratory measurements on hydraulic properties are used to 
simulate the large, field-scale behavior. Each heterogeneous geologic unit is replaced by an EHM with 
upscaled or effective (macroscopic) flow properties. The upscaling process, in addition to being a 
practical tool given the sparse supporting database for modeling, honors the underlying flow dynamics. 
For example, the upscaled or effective hydraulic conductivity is the hydraulic conductivity of an EHM 
(Figure A-2a) that produces the same Darcian flux as with the stratified, layered media (Figure A-1) 
under the same boundary conditions. Similarly, the composite soil moisture retention curve (MRC) for an 
EHM is the upscaled (effective) MRC based on the laboratory measured retention data of sediment 
samples. Details on how the EHM modeling domains for different Hanford hydrostratigraphic units are 
populated, based on laboratory-measured hydraulic properties data, are described later. 

Because of geologic heterogeneity (and the resulting variability in state variables and macroscopic 
unsaturated hydraulic conductivity), a variable moisture-dependent anisotropy is prevalent in the field. 
Such a moisture-dependent anisotropy in the effective unsaturated hydraulic conductivity for an EHM 
model for the stratified Hanford sediments yields greater spreading in the lateral directions than in the 
vertical direction. It should be emphasized, however, that the effective hydraulic conductivity 
macroscopic anisotropy results from the volume averaging over a control volume of heterogeneities at a 
multiplicity of scales, i.e., it is a product of the upscaling process (i.e., our simplification of heterogeneous 
media). In fact, the concept of such a large-scale anisotropy is unnecessary, if the multiscale 
heterogeneities of a geologic formation can be depicted in sufficient detail at a relatively fine-scale 
resolution consistent with that of laboratory core samples (Figure A-2b). Nonetheless, as the length scale 
transitions from the pore- to core- to field-scale, spatial variability of properties for various HSUs is 
believed to dominate the STOMP grid-scale variability. 

                                                      
© Subsurface Transport Over Multiple Phases (STOMP) (and its derivative works, including eSTOMP) is copyrighted 
by Battelle Memorial Institute, 1996. 
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The EHM model represents the expected values in the context of ensemble averaging over numerous 
realizations. The EHM model does not capture the distinct variation in the field data (i.e., a single 
realization), because the EHM model is based on the ensemble averaging of multiple realizations. 
However, the EHM model does honor the mean or the bulk flow behavior (Zhang and Khaleel, 2010, 
“Simulating Field-Scale Moisture Flow Using a Combined Power-Averaging and Tensorial Connectivity-
Tortuosity Approach”; Yeh et al., 2005, “Estimation of effective unsaturated hydraulic conductivity 
tensor using spatial moments of observed moisture plume”).  

A1.3.2 Upscaling and Moisture Dependent Anisotropy 

Earlier work in hydrology literature treated anisotropy of unsaturated hydraulic conductivity as an 
intrinsic property, the same as the anisotropy in saturated hydraulic conductivity. Thus, the unsaturated 
hydraulic conductivity anisotropy has often been modeled by scaling the unsaturated hydraulic 
conductivity versus the pressure head relationship in different directions as in saturated media. The 
anisotropy thus remains constant over the full range of saturation or pressure head, i.e., a constant 
anisotropy concept. However, such a simplistic approach is inappropriate due to the presence of highly 
nonlinear relationship that is prevalent between the unsaturated hydraulic conductivity and the pressure 
head or matric potential. 

Following stochastic theory (Yeh et al., 1985, “Stochastic Analysis of Unsaturated Flow in 
Heterogeneous Soils, 2. Statistically Anisotropic Media with Variable α”), the field-scale macroscopic 
anisotropy of the effective unsaturated hydraulic conductivity for an EHM varies with the mean pressure 
head or the mean moisture content (i.e., moisture-dependent anisotropy). This phenomenon is referred to 
as moisture- or pressure head-dependent anisotropy (Yeh et al., 1985). That is, the macroscopic 
anisotropy (ratio of the effective unsaturated conductivity parallel to geologic bedding to the unsaturated 
conductivity perpendicular to bedding) increases as the medium becomes less saturated. Such a unique 
behavior provides explanation for the ubiquitous lateral spreading of observed moisture plumes in the 
stratified Hanford sediments (e.g., Yeh et al., 2005).  

An illustrative sketch of the pressure head distribution during an infiltration event in a stratified 
heterogeneous media is shown in Figure A-3. Near the infiltration source where the degree of saturation is 
high, the pressure head contour is generally smooth and symmetrical (dark blue contour). Away from the 
infiltration source, the pressure head contours (light green and yellow contours) become more irregular 
and asymmetrical (i.e., large variability). Overall, the pressure head distributions spread out to greater 
distances horizontally because of media heterogeneities. 

In the same Figure A-3, the pressure head distributions calculated from an equivalent homogeneous and 
isotropic conceptual model are depicted by the black dashed lines. They are smooth and symmetrical, and 
are elongated in the vertical direction, reflecting effects of gravity and hydraulic conductivity isotropy. 
Nonetheless, this homogeneous and isotropic conceptual model apparently overestimates the vertical 
migration and underestimates the lateral spreading of the actual moisture plume in the field. 

The light blue solid lines (Figure A-3) are the simulated pressure head distributions for an EHM model 
with moisture-dependent anisotropy. That is, the hydraulic conductivity values in the horizontal and the 
vertical direction are almost the same near the infiltration source where the sediments are wet. In the 
region where the sediments are dry, both the horizontal and vertical hydraulic conductivities are smaller 
than those in the wet region, but the ratio of the horizontal hydraulic conductivity to the vertical is much 
greater than this ratio in the wet region (Figure A-3). As stated earlier, such a moisture-dependent 
anisotropy (Figure A-3) in the effective unsaturated hydraulic conductivity for an EHM model for the 
stratified Hanford sediments yields greater spreading in the lateral directions than in the vertical direction. 
Figure A-4 illustrates the contrast in macroscopic anisotropy for saturated and unsaturated media. 



ECF-300FF5-19-0086, REV. 0 

A-6 

 
Source: Yeh et al., 2015, Flow Through Heterogeneous Geologic Media. 
Note: The lengths of the red arrows denote the magnitudes of unsaturated hydraulic conductivity in the 
horizontal direction (Kh) and in the vertical direction (Kv) at the pressure head of the given location.  

Figure A-3. Schematic Illustrating Pressure Head Distributions During an Infiltration Experiment to Explain 
Moisture (Tension) Dependent Anisotropy 

 
Note: ψ is the matric potential and LnK is the natural logarithm of either saturated or unsaturated 
hydraulic conductivity. 

Figure A-4. Schematic Illustrating Contrast in Macroscopic Anisotropy Behavior for Saturated Media (left) 
versus Unsaturated Media (right) 

MDA 
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A2 Upscaling Methodology 

This chapter provides the methodology for upscaling and MDA for an EHM model. 

A2.1 Constitutive Relationships for Hydraulic Properties  

Moisture content for a sediment sample is a function of matric potential (pressure head); the matric 
potential-moisture content relationships are described for each HSU in a flow domain using the following 
empirical relationship (van Genuchten, 1980, “A Closed-form Equation for Predicting the Hydraulic 
Conductivity of Unsaturated Soils”): 

 𝜃(ℎ) =  𝜃𝑟 + (𝜃𝑠 − 𝜃𝑟 ){1 + [𝛼ℎ]𝑛}−𝑚 (Eq. A-1) 
where:  

θ(h)  = the moisture content, here expressed explicitly as a function of the soil matric 
potential (h), and the other terms are defined as follows: 

r = residual moisture content (dimensionless) 

s = saturated moisture content (dimensionless) 
 = a fitting parameter (L-1) 
n = a fitting parameter (dimensionless) 
m = 1 - 1/n. 

Combining the van Genuchten model with Mualem’s model (Mualem, 1976, “A New Model for 

Predicting the Hydraulic Conductivity of Unsaturated Porous Media”) for unsaturated conductivity 

produces the following relationship for unsaturated hydraulic conductivity: 

 𝐾(𝑆𝑒) =  𝐾𝑠𝑆𝑒
𝑙 {1 − (1 − 𝑆𝑒

(1
𝑚⁄ )

)
𝑚

}
2

 (Eq. A-2) 
where: 

K(Se)  = the hydraulic conductivity (cm/s), which is, as expressed, dependent on the effective 
saturation, Se 

Ks  = the saturated hydraulic conductivity (cm/s) 

l  = a pore-connectivity parameter (dimensionless) that Mualem, 1976, estimated as being 
about 0.5 based on an average of 45 samples.  

The effective saturation is given by: 

 𝑆𝑒 = [
𝜃(ℎ)−𝜃𝑟

𝜃𝑠−𝜃𝑟
] (Eq. A-3) 

For the flow modeling calculations, l is treated as being directional and pore-interaction terms lxx, lyy, and 
lzz are defined to characterize the large, field-scale variable, MDA invoked as part of EHM modeling. 
While other constitutive relations are available and programmed in STOMP and eSTOMP, the van 
Genuchten-Mualem formulation is used because of the existence of an extensive database for Hanford 
Site sediments using this particular formulation (e.g., WHC-EP-0883, Variability and Scaling of 

Hydraulic Properties for 200 Area Soils, Hanford Site).  
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A2.2 Variable Anisotropy Model  

MDA provides a framework for upscaling small-scale measurements to the effective (upscaled) properties 
for the large-scale, macroscopic vadose zone (Figure A-1). A tensorial connectivity-tortuosity (TCT) 
model (Zhang et al., 2003, “A Tensorial Connectivity–Tortuosity Concept to Describe the Unsaturated 
Hydraulic Properties of Anisotropic Soils”) is used to evaluate and apply MDA. Details about the 
development of the MDA model and its application are presented in PNNL-23711, Physical, Hydraulic, 

and Transport Properties of Sediments and Engineered Materials Associated with Hanford Immobilized 

Low-Activity Waste.  

Using a combined power-averaging and tensorial connectivity-tortuosity (PA-TCT) model, a practical 
approach was developed to estimate the three-dimensional effective unsaturated hydraulic conductivity 
(Zhang and Khaleel, 2010). With the PA-TCT model, for each stratigraphic unit, the effective unsaturated 
hydraulic conductivity in the ith principal direction, Ki

e(h), for an anisotropic EHM, as a function of 
pressure head h, was estimated as follows: 

 𝐾𝑖
𝑒(ℎ) =  {

1

𝑁
 ∑ [𝐾𝑗(ℎ)]𝑝𝑖𝑁

𝑗=1 }
1

𝑝𝑖⁄
 𝑖 = 1, 2, 𝑜𝑟 3  (Eq. A-4) 

where: 

j = denotes the sample index 
N = the number of samples 
𝐾𝑖

𝑒(ℎ)= the effective (e) hydraulic conductivity of the jth sample as a function of h 

and the power p varies between −1 and 1. 

The use of a larger p yields a larger Ke(h) for a given data set. The averaging is equivalent to the 
arithmetic mean for p = 1 and the harmonic mean for p = −1; it approaches the geometric mean when p 
approaches zero. For pi = 1/3, K1

e (h) = K2
e (h) = K3

e(h), and the power-averaging model is equivalent to 
the effective hydraulic conductivity of an isotropic EHM under three-dimensional flow (Matheron, 1967, 
“Eléments pour une Théorie des Milieux Poreux”; and Ababou, 1996, “Random porous media flow on 
large 3-D grids: numerics, performance, and application to homogenization”). However, for the combined 
PA-TCT approach, pi is not necessarily equal to one-third for the isotropic media. For brevity, the 
subscript i in Ki

e (h) is omitted if it represents the effective conductivity in a principal direction. 

Using Equation A-4, the effective hydraulic conductivities of an EHM corresponding to different pressure 
heads are obtained as discrete Ki

e versus h data pairs. The data pairs in the ith principal direction by the 
TCT model (Zhang et al., 2003) are described by Equation A-5: 

 𝐾𝑖
𝑒(ℎ) = 𝐾𝑠𝑖

𝑒 [𝑆𝑒(ℎ)]𝐿𝑖
𝑒
𝐵𝑒(ℎ, 𝛽, 𝛾) 𝑖 = 1, 2, 𝑜𝑟 3 (Eq. A-5) 

where: 

Ks
e  = the effective hydraulic conductivity of an EHM at full saturation (e for effective) 

Le  = the effective connectivity-tortuosity coefficient 
Se(h)  =  [θ (h)e − θr

e)]/(θs
e − θr

e)  = the effective saturation 
θ(h) e  = the effective volumetric water content as a function of matric potential h 
θs

e  = the volumetric water content at full saturation 
θr

e  = the residual volumetric water content 
Be (h, β, γ)  = the contribution of effective water retention to Ki

e(h). 
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Be (h, β, γ) is defined by Equation A-6: 

 𝐵𝑒(ℎ, 𝛽, 𝛾)  =  [
∫ (ℎ−𝛽𝑑𝑆𝑒)

𝑆𝑒

0

∫ (ℎ−𝛽𝑑𝑆𝑒)
1

0

⁄ ]

𝛾

 (Eq. A-6) 

where:  

β and γ  = empirical constants 
Be(h, β, γ)  = 1 when Se = 1 and zero when Se = 0 regardless of the values for β and γ and 

becomes smaller with decreasing saturation.  

Equation A-6 corresponds to Burdine’s model (Burdine, 1953, “Relative permeability calculation from 
pore-size distribution data”) when β = 2 and γ = 1 and to Mualem’s (1976) model when β = 1 and γ = 2.  

Equation A-7 implies that the directional unsaturated hydraulic conductivity is a symmetric second-order 
tensor, Ke(h), and is the product of a scalar variable, the symmetric connectivity-tortuosity tensor 
T(h, Li

e), and the hydraulic conductivity tensor at saturation, Ks
e (Raats et al., 2004, “The relative 

connectivity-tortuosity tensor for conduction of water in anisotropic unsaturated soils”):  

 𝐾𝑒(ℎ) = 𝐵𝑒(ℎ, 𝛽, 𝛾) 𝑇(ℎ, 𝐿𝑖
𝑒) 𝐾𝑠

𝑒 (Eq. A-7) 

Equation A-7 shows that the TCT model also applies to the field-scale effective hydraulic conductivity 
for anisotropic media. Note that, at full saturation, the relative connectivity-tortuosity tensor T(h, Li

e) 
reduces to the unit second-order tensor I, i.e., T(Se = 1, Li

e) = I.  

To summarize, using an appropriate pi in the ith principal direction and Equation A-4, the directional 
effective hydraulic conductivity, Ki

e(h), is first obtained as a function of pressure head at discrete h 
values. Together with the effective retention curve, the Equation A-4 based Ki

e(h) data pairs are described 
next with the TCT model, Equation A-5, by fitting the effective connectivity-tortuosity coefficient Li

e. 
A more detailed step-by-step procedure for the PA-TCT model calculations is presented in Section A3.3. 

Using the combined PA-TCT model, Zhang and Khaleel, 2010, estimated the three-dimensional effective 
unsaturated hydraulic conductivity tensor for the Sisson and Lu field injection site in the 200 East Area. 
Details of the Sisson and Lu site, field injections and the spatiotemporal distribution of the observed 
moisture plume are described in Zhang and Khaleel, 2010. The PA-TCT-based numerical results 
compared well with the observed moisture plume at the Sisson and Lu site (Zhang and Khaleel, 2010). 

A2.3 Calculation Steps for the PA-TCT Modeling  

Each stratigraphic unit was treated as an anisotropic EHM whose effective hydraulic properties were 
estimated using the available core‐scale data. The approach to develop the effective moisture retention 
parameters and the directional unsaturated conductivity (K) parameters for each HSU (i.e., anisotropic 
EHM) are presented in the following paragraphs.  

For each anisotropic EHM, the PA (Equation A-4) and TCT (Equation A-5) equations were used, 
combined with the effective retention data, to model the variable moisture-dependent macroscopic 
anisotropy. At a field site, the degree of macroscopic anisotropy in hydraulic conductivity is not known 
a priori, except that horizontal stratification is visually observed in each of the stratigraphic units. The 
power p can take any value between −1 and 1; hence, Ke(h) was determined with different combinations 
of (p1, p2, p3) in the x, y, and z directions, where z aligns with the vertical direction. For the isotropic 
(ISO) case, p1 = p2 = p3 = 0, which corresponds to the geometric mean for K(h). For the three anisotropy 
cases, p1 =p2 = 1 was used to determine the effective hydraulic conductivity K1

e(h) and K2
e(h) in the two 

horizontal directions; three different p3 values (i.e., p3 = 1/3, 0, and −1 for cases low anisotropy (LA), 
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intermediate anisotropy (IA), and high anisotropy (HA), respectively) were used to determine the 
effective hydraulic conductivity in the vertical direction, K3

e(h) (Table A-1). For all cases, identical 
procedures were repeated over the expected pressure head range of (−10, 0) m for various stratigraphic 
units. By using four different p values (i.e., 1, 1/3, 0, and −1), four sets of effective Ke(h) values were 
obtained. 

Table A-1. Typical Cases with Varying Anisotropy Levels. 

Case Anisotropy Level 

p Value for the 

Horizontal Direction 

(i = 1, 2) 

p Value for the 

Vertical Direction 

(i = 3) 

ISO Isotropic 0 0 

LA Low anisotropy 1 1/3 

IA Intermediate anisotropy 1 0 

HA High anisotropy 1 -1 

Note: For the Sisson and Lu field injection site in the 200 East Area (Zhang and Khaleel, 2010, “Simulating field-scale 
moisture flow using a combined power-averaging and tensorial connectivity-tortuosity approach”), the simulation results best 

matched the observed moisture plume behavior when the power values of 1 and 1/3 were used for determining the effective 
unsaturated conductivity Ke(h) (h=matric potential) in the horizontal directions and vertical direction, respectively (i.e., a case 
of low macroscopic anisotropy).  

 

The steps followed to obtain the effective parameters for moisture retention and directional unsaturated 
conductivity are as follows:  

 Step 1: Calculate the effective moisture retention curve 
 Step 2: Apply the power-averaging model  
 Step 3: Apply the TCT model 

A2.3.1 Step 1: Calculate the Effective Moisture Retention Curve 

The effective soil‐water retention was evaluated for 15 discrete pressure head values within the range of 
(−10, 0) m. The pressure head range was restricted to (−10, 0) m to replicate the expected moisture 
regime for the Performance Assessment (PA), Composite Analysis (CA), and Cumulative Impact 
Evaluation (CIE) modeling. 

A linear averaging scheme (Green et al., 1996, “Upscaled soil-water retention using van Genuchten’s 

function”) was used to describe the effective soil‐water saturation Se(h) at a given pressure head h: 

 𝑆𝑒(ℎ) =  
1

𝑁
 ∑ 𝑆𝑗(ℎ)𝑁

𝑗=1  (Eq. A-8) 
The 15 pairs of Se(h) data constitute the effective soil‐moisture retention curve for an EHM. The effective 
retention curves were next described by van Genuchten’s (1980) soil moisture retention model:  

 𝑆𝑒(ℎ) =  [1 +  (𝛼𝑒|ℎ|)𝑛𝑒
]

(1
𝑛𝑒⁄  − 1)

 (Eq. A-9) 
where αe and ne are the effective van Genuchten parameters. The values for ne and αe (e for effective) 
were estimated by fitting Equation A-9 to the Se(h) data pairs obtained from Equation A-8. A simple 
averaging of soil moisture data for the core samples (Tables A-2 and A-3) was used to define the effective 
saturated and residual moisture contents for each individual HSU.  
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A2.3.2 Step 2: Apply the Power-Averaging Model  

For each anisotropic EHM, using the power-averaging model (Equation A-4) and an appropriate pi 
(Table A-1), the directional effective unsaturated hydraulic conductivity, Ki

e(h) as a function of discrete 
pressure head, h in the ith principal direction (i=1, 2, 3) was calculated. 

A2.3.3 Step 3: Apply the Tensorial Connectivity-Tortuosity Model 

Combined with the effective retention curve (Section A2.3.1; step 1) for each anisotropic EHM, the 
Equation A-4 based Ki

e(h) data pairs (Section A2.3.2; step 2) are described next with the TCT model by 
fitting the effective connectivity-tortuosity coefficient Li

e as well as the Ki
e(h) data using a least-squares 

fit. The effective saturated hydraulic conductivity in the ith direction, Ksi
e, was first calculated directly 

using the saturated conductivity (Ks) data as initial estimates (Appendix B). The effective tortuosity-
connectivity coefficient in the ith direction, Li

e, as well as Ksi
e were fitted to the Ki

e(h) curve. 

A2.4 Testing and Evaluation of the Variable Anisotropy Model 

Using the combined PA-TCT model, Zhang and Khaleel, 2010, estimated the three-dimensional (3-D) 
effective unsaturated hydraulic conductivity tensor for the Sisson and Lu (S&L) field injection site in 200 
East Area. Details of the S&L site, field injections and the spatio-temporal distribution of observed 
moisture plume are described elsewhere (Yeh et al., 2005; Zhang and Khaleel, 2010). Zhang and Khaleel, 
2010, present the results of testing and evaluation of the variable anisotropy model using the 200 Area 
S&L field injection site moisture plume data. Overall, the PA-TCT model based numerical simulation 
results using mild anisotropy compared well with the observed plume behavior at the S&L site (Zhang 
and Khaleel, 2010).  

Table A-2. The van Genuchten Parameters and Saturated Hydraulic Conductivity Data for the 25 Samples 
Used to Represent the Gravel-Dominated Hydrostratigraphic Unit 

Sample 

Locations Sample 

Gravel 

Content  

(% weight) 

s 

(cm3/cm3) 

r 

(cm3/cm3) 

 

1/cm n 

Ks 

(cm/s) 

100 
Area* 

2-1307 43 0.236 0.0089 0.0130 1.447 1.29E-04 

2-1308 58 0.120 0.0208 0.0126 1.628 6.97E-05 

2-1318 60 0.124 0.0108 0.0081 1.496 1.67E-04 

2-2663 61 0.135 0.0179 0.0067 1.527 6.73E-05 

2-2664 73 0.125 0.0136 0.0152 1.516 1.12E-04 

2-2666 71 0.138 0 0.0087 1.284 1.02E-04 

2-2667 75 0.094 0 0.0104 1.296 1.40E-04 

3-0570 60 0.141 0 0.0869 1.195 2.06E-02 

3-0577 66 0.107 0 0.0166 1.359 2.49E-04 

3-0686 55 0.184 0 0.0123 1.60 5.93E-04 

3-1702 68 0.103 0 0.0491 1.26 1.30E-03 

4-1086 65 0.137 0 0.1513 1.189 5.83E-02 
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Table A-2. The van Genuchten Parameters and Saturated Hydraulic Conductivity Data for the 25 Samples 
Used to Represent the Gravel-Dominated Hydrostratigraphic Unit 

Sample 

Locations Sample 

Gravel 

Content  

(% weight) 

s 

(cm3/cm3) 

r 

(cm3/cm3) 

 

1/cm n 

Ks 

(cm/s) 

4-1090 50 0.152 0.0159 0.0159 1.619 4.05E-04 

4-1118 66 0.163 0 0.2481 1.183 3.89E-02 

4-1120 63 0.131 0.007 0.0138 1.501 2.85E-04 

*After Table 4 of RPP-20621, Far-Field Hydrology Data Package for the Integrated Disposal Facility Performance 

Assessment. 

 

A3 Hydraulic Properties for the Laboratory-Measured Core Samples 

The input dataset of van Genuchten parameters and saturated hydraulic conductivity data for the gravel-
dominated unit is shown in Table A-2. Table A-2 is based on RPP-20621, Far-Field Hydrology Data 

Package for the Integrated Disposal Facility Performance Assessment. The gravelly samples for 100 
Areas are used as surrogates for the gravel-dominated Hanford Gravel HSU at 300-FF-5 OU.  

A4 Effective (Upscaled) Flow Parameters 

The methodology for describing the variable MDA calculations is presented in Chapter A2. Table A-3 
lists the results of calculations for the effective soil moisture retention parameters for the gravel-
dominated unit. Table A-4 summarizes the calculation results for the four sets of optimized Ks

e and Le 

values corresponding to the four p values used for power averaging for the gravel-dominated unit.  

Figure A-5 illustrates the fitted effective saturation curve as well as the saturation curves for the 
individual samples for the gravel-dominated HSU. Figure A-6 illustrates the effective (upscaled) 
unsaturated hydraulic conductivity relationship for the gravel-dominated HSU. Figure A-7 illustrates the 
PA-TCT-based macroscopic variable anisotropy for the gravel-dominated HSU.  

Table A-3. Effective Soil Moisture Retention Parameters for the Hanford Gravel Unit 

Hydrostratigraphic Unit θse (m3/m3) re (m3/m3) e (1/m) ne (-) 

Hanford Gravel 0.13933 0.00633 2.1149 1.3501 

 

Table A-4. Optimized Saturated Hydraulic Conductivity and the Pore Connectivity-Tortuosity Coefficients 
for the Hanford Gravel Unit 

Hydrostratigraphic 

Unit 

p = 1 p = 1/3 p = 0 p = -1 

Ks
e (m/s) Le Ks

e (m/s) Le Ks
e (m/s) Le Ks

e (m/s) Le 

Hanford Gravel 6.47E-06 0.2519 5.09E-06 0.2562 4.54E-06 0.2879 3.36E-06 0.4614 
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Note: The symbols represent data for the 25 samples and the solid curve is the effective retention curve. 

Figure A-5. Effective Saturation Curve for Hanford Gravel 
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Note. The “x” symbols represent the conductivities for the sediment samples. The fitted curves signify effective conductivities 
for different power-averaging (p) factors: p=1 (red), p=1/3 (green), p=0 (light blue), and p=-1 (purple).  

Figure A-6. Effective Unsaturated Hydraulic Conductivities for Hanford Gravel 
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Figure A-7. Variable Moisture (Tension) Dependent Anisotropy for Hanford Gravel 

A4.1 Effective Transport Parameter Estimates 

Effective transport parameter (diffusivity, and dispersivity) estimates are presented in this section for 
different HSUs at the 300-FF-5 OU. Because of natural variability, the transport parameters are all 
spatially variable. The purpose is again, similar to the flow parameters, to evaluate the effect of such 
variability on the large-scale transport process.  

A4.1.1 Diffusivity 

It is assumed that the effective, large-scale diffusion coefficients for all HSUs are a function of volumetric 
moisture content, θ and can be estimated based on an empirical relation (Millington and Quirk, 1961, 
“Permeability of Porous Solids”): 

 
2

3/10

0)(
s

e DD



 

 (Eq. A-10) 
where De(θ) is the effective diffusion coefficient of an ionic species, and D0 is the effective diffusion 
coefficient for the same species in free water. The molecular diffusion coefficient for all species in pore 
water is assumed to be 2.5 × 10-5 cm2/sec (WHC-SD-WM-EE-004, Performance Assessment of Grouted 

Double-Shell Tank Waste Disposal at Hanford). 
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A4.1.2 Vadose Zone Macrodispersivities 

Field-scale dispersivities are referred to as macrodispersivities. The terms macrodispersivity and 
dispersivity are used interchangeably in this section. Details on how the selections are made using 
different methods are provided in Appendix B of RPP-ENV-58782, Performance Assessment of Waste 

Management Area C, Hanford Site, Washington. Macrodispersivity estimates are presented below in 
terms of grouping of different HSUs as sand-, gravel-, and silt-dominated units.  

Field observations indicate that the dispersion coefficients required to describe the large-scale transport 
processes, at field scales of tens or hundreds of meters, are much different from those observed in small-
scale laboratory experiments (Gelhar, 1993). In fact, field-scale dispersivities may often be orders of 
magnitude larger than those observed in the laboratory. Consequently, laboratory-scale dispersivities, 
which are typically ~1 cm or less, are of little use in estimating field-scale dispersivities.  

There is general agreement in hydrology literature that hydraulic conductivity variations induced by field-
scale heterogeneities play an important role in field-scale transport processes. However, there does not 
appear to be a clear consensus about how best to describe such processes quantitatively (Gelhar, 1993). 
While well-designed, large-scale tracer experiments would provide useful information, limited field data 
are available at this time to quantify macrodispersivities in unsaturated media.  

Dispersivities are a function of matric potential (or soil moisture content) in unsaturated media 
(Mantoglou and Gelhar, 1987, “Stochastic Modeling of Large-Scale Transient Unsaturated Flow 
Systems”; Russo, 1991, “Stochastic Analysis of Simulated Vadose Zone Solute Transport in a Vertical 
Cross Section of Heterogeneous Soil During Nonsteady Water Flow”; Russo, 1993, “Stochastic Modeling 
of Macrodispersion for Solute Transport in a Heterogeneous Unsaturated Porous Formation”). As with 
saturated media, heterogeneities that exist at various length scales result also in a scale dependence of 
macrodispersivities in unsaturated media (Gelhar et al., 1992, “A Critical Review of Data on Field-Scale 
Dispersion in Aquifers”). Dispersivities increase with time, or equivalently with distance, until they tend 
to converge on their unique asymptotic (large-time) values. However, it can take a long time (e.g., years 
or decades) for the asymptotic Fickian approximation to take hold. The well-known asymptotic behavior 
is usually attributed to heterogeneity-induced spreading and mixing until the point at which the 
heterogeneity has effectively been “sampled” by the contaminant plume such that dispersion becomes 

constant. As with other numerical simulation work, the use of a constant (asymptotic) macrodispersivity 
for the transport modeling is considered appropriate (NUREG/CR-6114, Auxiliary Analyses in Support of 

Performance Assessment of a Hypothetical Low-Level Waste Facility: Groundwater Flow and Transport 

Simulation 3; NUREG/CR-5965, Modeling Field Scale Unsaturated Flow and Transport Processes). The 
second-moment evolution or the time-dependent, preasymptotic dispersivities are of marginal interest in 
simulations involving long-times or large-mean travel distances.  

Note that, because of the relatively dry moisture regime, unsaturated media macrodispersivity estimates 
are expected to be smaller, compared to saturated media estimates. Also note that, unlike saturated media, 
the vadose zone flow is typically perpendicular to geologic bedding. Numerical simulations of vadose 
zone transport for Hanford sands demonstrated that the longitudinal macrodispersivities for flow 
perpendicular to bedding are smaller than those for flow parallel to bedding (Khaleel et al., 2002, 
“Upscaled flow and transport properties for heterogeneous unsaturated media”). For both perpendicular 
and parallel to bedding, macrodispersivities increase as the mean matric potential becomes more negative. 
However, the Fickian regime is reached much earlier for cases with flow perpendicular to bedding than 
for parallel to bedding (Khaleel et al., 2002).  

Below, a range of estimates on the basis of numerical simulations, stochastic theory, and experimental 
observations is provided. To obtain macrodispersivity, the local pore-scale dispersivities, which are 
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typically small (< 1 cm), are not included either in numerical simulations or stochastic solutions. This is 
consistent with the approach used by other investigators (Yang et al., 1997, “Stochastic analysis of 

adsorbing solute transport in three-dimensional, heterogeneous, unsaturated soils”; Gelhar, 1993; Gelhar 
and Axness, 1983, “Three-Dimensional Stochastic Analysis of Macrodispersion in Aquifers”). 

A4.1.3 Estimated Macrodispersivities 

Table A-5 summarizes the macrodispersivity estimates based on results of numerical simulation, 
stochastic theory, and 200 Areas experimental data. Overall, the recommended asymptotic 
macrodispersivity estimates are consistent with values reported in literature for relatively dry unsaturated 
media.  

For the sandy media, estimates are available by all three methods: numerical simulation, stochastic 
solutions, and field experiments. However, for the vadose zone modeling at the 300-FF-5 OU, for the 
sandy units, the recommendation is to use longitudinal macrodispersivity values ranging from 25 cm 
(based on numerical simulations [Khaleel et al., 2002]) to 100 cm (based on field experiments 
[RPP-20621 Appendix E]). The 100 cm estimate is based on extrapolation of field data up to a length 
scale of 10 m (Figure A-8).  

Table A-5. Longitudinal Macrodispersivity Estimates (cm) and Ranges for the Hydrostratigraphic 
Units 

Hydrostratigraphic Unit 

Recommended 

Macrodispersivity 

Estimate (cm) 

Estimated ranges 

(cm) 

Sand-dominated units 
(Hanford sand) 25 ~25 – 100 

Gravel-dominated units 
(Backfill, Hanford Gravel, Hanford Sandy Gravel) 15 ~15 – 30 

Fine-Textured Units 
(Hanford Silt) 5 ~5 – 10 

Source: Appendix B of RPP-ENV-58782, Performance Assessment of Waste Management Area C, Hanford Site, 

Washington. 

 
The perturbation analysis for the stochastic solutions applies to small variance estimates. As reported in 
RPP-ENV-58782 (Appendix B), because of the large variance of unsaturated hydraulic conductivity 

estimate ( uLnK

2 ) for the sandy media, stochastic theory-based estimates are often considerably larger 
than those based on numerical simulations and field experiments, and are not included in Table A-5. 
However, the preceding estimates for sandy sediments compare well with those reported elsewhere (e.g., 
PNNL-25146, Scale-Dependent Solute Dispersion in Variably Saturated Porous Media). Using different 
methods, PNNL-25146 notes that the longitudinal dispersivity estimates for the 200 Areas sandy 
sediments can range from tens of centimeters to as high as 100 cm.  

Unlike the sandy media, the calculated variance ( uLnK

2 ) for the gravelly and silty units are much lower. 
For the gravelly media, as reported in RPP-ENV-58782 (Appendix B), the recommendation is to use, 
based on stochastic theory, longitudinal macrodispersivity values ranging from 15 to 30 cm (Table A-5). 
This is again consistent with the estimates (i.e., 15 to 43 cm), based on other methods, for the 200 Areas 

gravelly media (PNNL-25146). The contrast in uLnK

2 estimates for the Hanford sandy and gravelly media 
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is illustrated in Figure A-9; the observed log unsaturated conductivity variance for the gravelly sediments 
is much lower than that for the sandy sediments. Consequently, the calculated dispersivities for the 
gravelly sediments are expected to be lower than those for the sandy sediments (Table A-5).  

For the fine-textured units, the recommendation is to use, based on stochastic theory, longitudinal 
macrodispersivity values ranging from 5 to 10 cm (Table A-5). Overall, the sequence of magnitudes for 
macrodispersivities follows the sequence of reduction in variance for the sandy, gravelly, and fine-
textured sediments. The asymptotic macrodispersivity estimates in Table A-5 are for a relatively dry 

moisture regime (i.e., uLnK

2  estimated for mean tensions of 2 m for the sandy units, 3-4 m for the 
gravelly units, and 1-2 m for the silty units).  

The transverse macrodispersivity is typically much lower; in saturated media, it typically ranges from 1 to 
10% of the longitudinal macrodispersivity (Gelhar and Axness, 1983). In the absence of unsaturated 
media experimental data, the recommendation is to use a transverse macrodispersivity 1/10th of the 
longitudinal macrodispersivity (PNNL-23711; PNNL-25146). 

 
References: Butters and Jury, 1989, “Field Scale Transport of Bromide in an Unsaturated Soil, 2. Dispersion Modeling.”  
Gelhar, 1993, Stochastic Subsurface Hydrology.  
Note: The triangles are data from RPP-20621, Far-Field Hydrology Data Package for the Integrated Disposal Facility 

Performance Assessment, Appendix E, “Hanford Low-Activity Tank Waste Performance Assessment Activity: Determination of 
In Situ Hydraulic Parameters of the Upper Hanford Formation.” 

Figure A-8. Longitudinal Laboratory- and Field-Scale Dispersivities in Unsaturated Media as a Function of 
Overall Problem Scale 
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Reference: Khaleel and Relyea, 2001, “Variability of Gardner’s α for coarse-textured sediments.”  

Figure A-9. Unsaturated Hydraulic Conductivity Measurements for Sand-Dominated and Gravel-Dominated 
Samples 
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Appendix B 

Hydraulic Conductivity Estimates and Zonation for the Hanford Formation 

Gravels for the 300-FF-5 Stage B Modeling for Uranium Sequestration 
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B1 Purpose/Scope/Organization 

The purpose of this brief write up is to provide a review of the existing database of saturated hydraulic 
conductivity estimates for the highly transmissive Hanford formation gravels within the vicinity of Stage 
A and Stage B uranium sequestration area for 300-FF-5.  

The available database is queried to bracket the hydraulic conductivity estimates, and then establish a 
basis (if exists) for the hydraulic conductivity zonation for the Hanford formation gravelly unit that is 
included in Stage and Stage B fate and transport modeling for uranium sequestration. The presentation 
below relies primarily on a review of the following reports:  

 PNNL-17708, Three-dimensional groundwater models of the 300 Area at the Hanford Site, 

Washington State 

 PNNL-16435, Limited Field Investigation Report for Uranium Contamination in the 300-FF-5 

Operable Unit at the 300 Area, Hanford Site 

 PNNL-22048, Updated Conceptual Model for the 300 Area Uranium Groundwater Plume 

 PNNL-17034, Uranium Contamination in the Subsurface Beneath the 300 Area, Hanford Site, 

Washington 

 PNNL-15125, Flow and Transport in the Hanford 300 Area Vadose Zone‐Aquifer‐River System 

 PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 

300 Area –Application to Uranium Reactive Transport 

 PNNL-16805, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site 

 Slater et al., 2010, “Use of Electrical Imaging and Distributed Temperature Sensing Methods to 

Characterize Surface Water-Groundwater Exchange Regulating Uranium Transport at the Hanford 
300 Area, Washington” 

 Vermeul et al., 2011, “River-Induced Flow Dynamics in Long-Screen Wells and Impact on Aqueous 
Samples” 

 PNNL-16571, Treatability Test Plan for 300 Area Uranium Stabilization through Polyphosphate 

Injection 

Section B1 describes the 300 Area geologic setting as well as the river-aquifer exchange flow. In 
particular, section B1 presents both direct and indirect evidence on the presence and location of 
paleochannels in 300 Area. Section B2 summarizes the available database on saturated hydraulic 
conductivity for the highly transmissive Hanford gravels. The discussion below, based on multiple lines 
of evidence, includes analyses based on small laboratory-scale permeameter sampling, aquifer injection 
tests, slug tests, pump tests, as well as tracer test and hydraulic test analysis of pressure buildup data for 
the tracer test. Section B3 presents the saturated hydraulic conductivity (Ksat) estimates for the Hanford 
gravels and the zonation based on inverse modeling and stochastic simulation. 

B2 Geologic Setting and River-Aquifer Exchange Flow 

A cross-sectional view of the geologic setting for 300 Area is shown in Figure B-1. The 300 Area 
hydrogeology is in large part determined by two formations with distinctly different hydraulic properties 
(Figure B-1). The uppermost unit is the Hanford formation, containing pebble‐to‐boulder‐size gravels and 
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interbedded sands resulting in high saturated hydraulic conductivity (K). The underlying unit is the 
Ringold Formation, a highly heterogeneous unit of granule‐to‐cobble‐size gravels interbedded with fine 

sand and silt resulting in low K. The contrast in saturated hydraulic conductivity between the two units 
can be several orders of magnitude. Following the law of refraction in groundwater flows across two 
geologic media, a conductivity contrast of two orders of magnitude results in a near horizontal flow in a 
higher-K medium and a near vertical flow in the lower-K medium. The Hanford‐Ringold (H/R) contact is 

therefore an important contact that limits vertical migration of contaminants. Identifying the location of 
the H/R contact is likely critical to determining the uranium distribution along the river corridor as the 
shape of the confining layer probably regulates contaminant discharge along the shoreline 
(PNNL-16805). 

In 300 Areas, the unconfined aquifer and the variably saturated lower vadose zone sediments are subject 
to significant variations in water levels driven by diurnal, weekly, and seasonal fluctuations in the 
Columbia River stage. The river water mixing zone is primarily contained in the Hanford formation unit. 
The largest mixing zones are associated with the highest flow periods (May/June), and the smallest 
mixing zones are associated with the lowest flow periods (September/October). At higher stages of the 
Columbia River, the uranium concentration in the near shoreline is lower, and higher inland. Conversely, 
at lower stages of the Columbia River, the uranium concentration in the near shoreline is higher, and 
lower inland. Figures B-2 and B-3 are the respective aerial representations showing distinct differences in 
mapping of the geologic media during the high and low flow river stages.  
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Sources: PNNL-16435, Limited Field Investigation Report for Uranium Contamination in the 300-FF-5 Operable Unit at the 300 

Area, (Revised interpretations of well logs). 
PNNL-16805, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site, (geologic field investigations). 
Notes: View looking upstream to the north. 
Not drawn to scale. 

Figure B-1. Generalized Conceptual Model of 300 Area Near-Shore Geology at Spring 9 
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Reference: PNNL-17708, Three-dimensional groundwater models of the 300 Area at the Hanford Site, Washington State. 
Note: The river alluvium shown on both Figures 2 and 3 is below the 106-m elevation. 

Figure B-2. Plan-View Zonation of the Hanford Formation Gravels at 106-m Elevation 
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Reference: PNNL-17708, Three-dimensional groundwater models of the 300 Area at the Hanford Site, Washington State. 
Note: The river alluvium shown on both Figures 2 and 3 is below the 106-m elevation. 

Figure B-3. Plan-View Zonation of the Hanford Formation Gravels at the 102-m Elevation and outline of waste 
sites (black lines) 
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B2.1 Ice Age Flooding and Orientation of Paleochannels  

The principal direction of flow during the Ice Age flooding in the vicinity of the 300 Area was from the 
north-northwest. This is reflected in a braided channel network preserved at the surface from the last Ice 
Age floods (DOE-RL-2010-99, Remedial Investigation/Feasibility Study for the 300-FF-1, 300-FF-2, and 

300-FF-5 Operable Units). These flows scoured the top of the Ringold Formation, based on the 
orientation of paleochannels shown in Figure B-4 (right panel). The flood-scoured Ringold Formation 
surface was later backfilled with extremely coarse-grained deposits of the Hanford formation during a 
series of subsequent cataclysmic flood events. There are at least two primary channels and two secondary, 
spillover channels through the 300 Area that were eroded during Ice Age flooding (Figure B-4). A buried, 
north-to-northwest oriented ridge of the Ringold Formation separates the two primary channels that trend 
roughly parallel to the west bank of the present Columbia River. At least one spillover channel breached 
the now-buried Ringold ridge, linking the two primary channels between the former South and North 
Process Ponds. The breach is responsible for concentrating a significant amount of today’s groundwater 

flow (PNNL-22048). 

Presented below are results of two investigations which support the presence of paleochannels in the 300 
Area (near Columbia River shoreline Spring 9 in particular). These results are also consistent with the 
mapping inland of the H/R contact as illustrated in Figure B-4. 

B2.2 Hyporheic Zone and Imaging Investigations  

Two separate and independent investigations near the Columbia River shoreline (PNNL-16805; Slater et 
al., 2010) suggest that paleochannels appear to extend eastward into the Columbia River associated with 
an increased thickness of saturated Hanford formation sediments near one of the river-bank springs 
(Spring 9) (Figure B-5). Both of these studies support groundwater discharge into the river via a 
paleochannel filled with high-permeability Hanford formation sediments west of Spring 9 (Figure B-4). 

B2.3 Hyporheic Zone Investigation  

As part of installing river and aquifer tubes along the shoreline, penetration testing was conducted to 
develop evidence to support the extrapolation of the mapping of the geologic facies. An impenetrable 
layer was observed, which proved sufficiently resistant to stop advancement into the subsurface of river 
and aquifer tubes along the shoreline. This layer is presumed to be the contact between loose Hanford 
formation sand or gravels and the more cemented gravels and compact sands of the Ringold Formation. A 
series of drive-point penetration tests were conducted to “feel” this resistant layer at multiple points 

distributed along the shoreline of the river (Figure B-6). The drive-point penetration results correlate with 
the elevations for the Ringold Formation contact of PNNL-16435. Both show a structural low near and 
immediately downstream of Spring 9 (drive-points 3 through 7) with elevations that range from 
approximately 97 to 99 m (Figure B-7). Downstream, the contact rises noticeably with elevations that 
range from approximately 101 to 103 m. The enhanced thickness of Hanford formation near spring 9 
suggest the presence of paleochannels that might act as preferential pathways for groundwater flow. 
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Reference: PNNL-22048, Updated Conceptual Model for the 300 Area Uranium Groundwater Plume. 

Figure B-4. Eroded Upper Surface of the Ringold Formation Showing Locations of Paleochannels (Right 
Panel) Based on the Hanford and Ringold Contact Identified from Wellbores (Left Panel) 
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References: PNNL-16805, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site. 
PNNL-22048, Updated Conceptual Model for the 300 Area Uranium Groundwater Plume. 
Slater et al., 2010, “Use of Electrical Imaging and Distributed Temperature Sensing Methods to Characterize Surface Water-
Groundwater Exchange Regulating Uranium Transport at the Hanford 300 Area, Washington.” 

Figure B-5. Paleochannels in Relation to Interpreted Groundwater-River Exchange Points Identified by Slater 
et al., 2010, and PNNL-16805 
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Reference: PNNL-16805, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site. 

Figure B-6. Map Showing Drive-Point Penetration Sample Site Locations and Measured Elevations of an 
Impenetrable Layer Along the 300 Area Shoreline  
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References: PNNL-16435, Limited Field Investigation Report for Uranium Contamination in the 300-FF-5 Operable Unit at the 

300 Area. 
PNNL-16805, Investigation of the Hyporheic Zone at the 300 Area, Hanford Site. 
Notes: Data are oriented in the downstream direction from left to right.  
Note the 25:1 horizontal exaggeration in scale (PNNL-16805). 

Figure B-7. Relation Between Resistant Layer Observed during Aquifer Tube (AT) Installation and Drive-Point 
Penetration Tests with Interpreted Ringold Contact 

B2.4 Electrical Imaging and Temperature Sensing Investigation  

Slater et al., 2010, reported results of electrical imaging and temperature sensing along the Columbia 
River shoreline. Figure B-8a identifies regions near the Columbia River where a thicker Hanford 
formation is present that extends below the riverbed suggesting the possible presence of paleochannels 
(Slater et al., 2010). A focused surface water–groundwater exchange occurs in locations where the 
Hanford formation sediments are thickest and the elevation of the H/R contact is locally depressed by 
erosional features. For example, Figure B-8a suggests abrupt depressions in the H/R contact at ∼250 and 
800 m along their survey line 20 (Slater et al., 2010). Slater et al. suggest that these are the electrical 
expressions of coarse paleochannel deposits locally eroded below the H/R contact. The locations of these 
feature coincide with enhanced surface water–groundwater exchange (Slater et al., 2010). Similar to 
observations presented in PNNL-16805, paleochannels are suspected to exist at the contact between the 
H/R units and likely provide localized preferential flow paths for enhanced surface water–groundwater 
exchange (Slater et al., 2010). Once again, as noted in PNNL-16805, the paleochannels appear to extend 
eastward into the Columbia River associated with an increased thickness of saturated Hanford formation 
sediments near one of the river-bank springs (Spring 9). High resolution temperature sensing data (Slater 
et al., 2010) revealed subreaches showing (1) temperature anomalies (relatively warm in winter and cool 
in summer) (Figure B-8b and B-8c), and (2) a strong correlation between temperature and river stage 
(negative in winter and positive in summer), both indicative of reaches of preferential flow and enhanced 
surface water–groundwater exchange. 
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Reference: Slater et al., 2010, “Use of Electrical Imaging and Distributed Temperature Sensing Methods to Characterize Surface 

Water-Groundwater Exchange Regulating Uranium Transport at the Hanford 300 Area, Washington.” 

Figure B-8. Results Based on (a) 300 Area Electrical Imaging and Temperature Sensing During (b) Winter and 
(c) Summer 

B3 Hydraulic Conductivity Data and Bromide Tracer Test 

This section presents the available Ksat data for the Hanford formation gravels. The Ksat database is 
based on a variety of methods including small-scale permeameter experiments, aquifer injection tests, 
slug tests, pump tests, and a tracer test. Later, Ksat estimates are presented based on inverse modeling and 
stochastic simulations. 
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B3.1 Small, Laboratory-Scale Sample Analyses  

Figure B-9 shows the layout of the Integrated Field Research Challenge (IFRC) site well field in the 300 
Area (PNNL-22886). Twelve (12) Ksat values were reported for the permeameter-type small-scale 
measurements with values ranging from a low of 5.43E-05 cm/s (0.05 m/d) to a high of 0.285 cm/s 
(246 m/d) and an average of 5.08E-02 cm/s (43.9 m/d) (PNNL-22886). Saturated hydraulic conductivity 
estimates are scale dependent. The small-scale permeameter sample estimates are known to be orders of 
magnitude smaller than those based on slug tests and pump tests.  

B3.2 Aquifer Injection Tests  

Following installation of the IFRC well field in the summer of 2008, a series of short-duration, constant-
rate aquifer injection tests were performed in 14 IFRC wells (PNNL-22886). Figure B-10 shows the 
calculated values of depth-averaged hydraulic conductivity based on those constant rate injection tests. 
The average value of the depth-averaged hydraulic conductivity is reported as ~7,000 m/d, with a range of 
~4,600 to ~11,000 m/d (PNNL-22886). Compared to the laboratory measurements, the preceding Ksat 
estimates are consistent with the scale-dependent behavior for the larger-scale aquifer injection test 
estimates.  

B3.3 Slug Tests and Pump Tests  

Figure B-11 presents a summary of 300 Area aquifer test results that were generated prior to the 
establishment of the IFRC site (PNNL-17708). In general, most prior estimates of hydraulic conductivity 
for the Hanford formation sediments were somewhat inconclusive, usually establishing only lower 
bounds on the hydraulic conductivity (e.g., > 5000 m/d) owing to the limitations of the aquifer (slug) test 
method that was used, which is not well-suited for very high permeability sediments such as the Hanford 
gravels. Slug test results were more definitive and reliable for the lower permeability Ringold Formation 
sediments that typically have hydraulic conductivity values that are 2 to 3 orders-of- magnitude or more 
lower than the Hanford formation (PNNL-17708). 

B3.4 Bromide Tracer Test  

A tracer test was conducted by injecting a solution containing a conservative, non-reactive bromide (Br) 
tracer into a central injection well (399-1-23, as shown in Figure B-12) (PNNL-16571). Bromide 
concentrations were measured in the injection stream and the surrounding monitoring wells to determine 
the arrival times and extent of the tracer plume. Bromide breakthrough curves (BTCs) were constructed 
for all of the wells monitored during the test. The results were discussed in two groups, wells within the 
targeted injection volume (8.8 m [29 ft] radial extent) and downgradient wells (PNNL-16571). 

B3.4.1 Targeted Injection Volume Monitoring Wells 

Within the targeted injection volume, 50% bromide concentration arrival times (t50) ranged from 16 to 
428 minutes. These results indicate a general correlation between tracer arrival time and radial distance 
from the injection well, with a few notable outliers. Four of the monitoring wells within the targeted 
injection volume are fully screened within the aquifer and are useful for horizontal comparisons 
(Figure B-12). Wells 399-1-26 (northwest of the injection well) and 399-1-31 (northeast of the injection 
well) are both about 6 m (20 ft) from the injection well and had similar arrival times of 111 and 
90 minutes, respectively. Well 399-1-29, located on the perimeter of the targeted injection volume (radial 
distance of 8.8 m [29 ft]), reached concentrations of ~70 mg/L or ~80% of full concentration, indicating 
that this location was near the outer extent of the injection pore volume (PV) in this radial direction. 
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Reference: PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 300 Area –

Application to Uranium Reactive Transport. 

Figure B-9. Layout of IFRC Well Field. 

 
Reference: PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 300 Area –

Application to Uranium Reactive Transport. 
Note: The average value is ~7000 m/d. 

Figure B-10. Saturated Hydraulic Conductivity Values (m/d) (in red) Determined from Short-Duration 
Constant Rate Injection Tests that Were Performed in the Fully Screened Wells at the IFRC site in 2008 
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Note: Slug test results are from PNNL-16435, Limited Field Investigation Report for Uranium Contamination in the 300-FF-5 

Operable Unit at the 300 Area. 

Figure B-11. Location and Hydraulic Conductivity Values for Pumping Tests with Results Considered 
Reliable 
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References: PNNL-16571, Treatability Test Plan for 300 Area Uranium Stabilization through Polyphosphate Injection. 
PNNL-17034, Uranium Contamination in the Subsurface Beneath the 300 Area, Hanford Site, Washington. 

Figure B-12. Monitoring Well Network for the Polyphosphate Treatability Test 

Well 399-1-30 is an outlier among the other fully-screen wells within the targeted injection volume, 
showing a much quicker arrival time than the other wells (t50 = 16 minutes). The observed early arrival at 
this location is most likely associated with formational heterogeneities resulting a preferential flow path 
between the injection well and this monitoring well location. 

B3.4.2 Downgradient Monitoring Wells 

Several monitoring wells are located downgradient from the injection well beyond the radial extent of the 
targeted injection volume (Figure B-12). These include wells 399-1-32 and 399-1-7, located 104 and 
617 ft from the injection well, respectively. By combining the results from the bromide tracer drift with 
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water level measurements, and the resulting hydraulic gradient calculations, the saturated K is estimated 
following Darcy’s Law. 

The BTC for well 399-1-32 (Figure B-12) showed an early arrival response in the tracer concentration 
data ahead of the main peak arrival, indicating the presence of formational heterogeneities that result in a 
faster flow path between the injection well and this location that could not be explained by transport 
through a homogeneous porous media. For this reason, hydraulic conductivities were estimated for both 
the interpreted preferential flow path resulting in an early tracer arrival and the bulk porous media 
attributed to transport of the main plume body. 

For the main tracer plume arrival at well 399-1-32, the groundwater velocity was estimated at ~15.24 m 
(50 ft) per day during tracer transport, based on a radial distance of 31.69 m (104 ft) and a tracer transport 
duration of ~3,000 minutes. The tracer drift duration was defined as the time period between the end of 
the test when the tracer plume was centered over the injection well (t =714 minutes) and the arrival time 
of the center of mass at 399-1-32 (t = ~3,700 minutes). The time-weighted average gradient during tracer 
transport between the injection well and 399-1-32, as determined from water-level measurements, was 
~6.5E-4 ft/ft. The estimated hydraulic conductivity using these parameters is about 4,300 m (14,000 ft) 
per day. 

As stated earlier, the upper surface of the Ringold Formation represents an erosional unconformity, 
created when Ice Age floods scoured into the Ringold Formation and backfilled with flood deposits of the 
Hanford formation. The eroded surface of the Ringold Formation is shown in Figure B-4. The 
polyphosphate injection well (399-1-23) appears to lie along a topographic low in the Ringold Formation, 
which again may coincide with a flood paleochannel. Accordingly, the Hanford formation would be 
thickest along the paleochannel (Figure B-4), thus resulting in more permeable Hanford formation 
materials over this portion of the unconfined aquifer (Figure B-4). The results of the tracer test (i.e., the 
highly transmissive behavior of the Hanford formation gravels) are therefore consistent with the direct 
and indirect evidence presented earlier in Section B1 on the presence of a paleochannel in the vicinity of 
Spring 9. 

B3.5 Hydraulic Test Analysis of Pressure Buildup Data  

Pressure buildup data collected during the 11.9-hour Bromide tracer injection test, which was conducted 
at a constant rate and can be analyzed using the same analytical techniques for analyzing constant rate 
discharge tests (i.e., pumping tests), was used to provide local-scale estimates of hydraulic properties for 
the Hanford formation at this site (PNNL-16571). Test response data were analyzed using AquiferTest 
Pro, a software package developed by Waterloo Hydrogeologic, a Schlumberger Company. The 
analytical approach utilized is a solution developed by Neuman, 1975, “Analysis of pumping test data 

from anisotropic unconfined aquifers considering delayed gravity response” for pumping test response in 
an unconfined, anisotropic aquifer, which incorporates the “delayed yield” effect associated with 

unconfined aquifers. The method can be used for either fully or partially penetrating wells and assumes 
the aquifer is homogeneous and infinite in extent. The Neuman type-curve analyses resulted in an 
estimated hydraulic conductivity of ~2,800 m (9,300 ft) per day (PNNL-16571). 

Results from tracer injection test suggest a more transmissive aquifer at greater distances from the 
injection well, as evidenced by the higher K estimate based on tracer drift between the injection well and 
downgradient monitoring well 399-1-32 (~4,300 m [14,000 ft] per day) and the near-field K estimate of 
~2,800 m (9,000 ft) per day based on results from the hydraulic test analysis (PNNL-16571). 

                                                      
 Schlumberger is a registered trademark of Schlumberger Limited, Houston, TX. 
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B4 Variability in Saturated Hydraulic Conductivity along Vertical Profiles 

The comparison between electrical conductivity and hydraulic conductivity (both core and field scale) is 
diagnostic of soil texture distribution within the saturated media. Studies at the IFRC conducted using 
geophysics, electromagnetic borehole flowmeter (EBF) testing, and tracer tests confirm the presence of a 
lower permeability intermediate zone within the Hanford formation. This zone is not observable in 
drilling logs or grain-size distributions, but has a large impact on the hydrologic system, resulting in 
vertical borehole flows (Vermeul et al., 2011) that may have implications, as discussed below, for 
monitoring, persistence of the uranium plume, and remediation approach.  

Figure B-13 shows a comparison of the saturated zone electrical resistivity tomographic (ERT) inversion 
results and field-scale hydraulic conductivity values measured by EBF testing along several boreholes 
(results for other boreholes were similar). The high electrical conductivity zone (~100 to 102 m elevation) 
is prevalent in each plot and, consistent with the core-scale hydraulic conductivity measurements, 
corresponds generally to lower values of hydraulic conductivities. Above and below the high electrical 
conductivity zone, coarser textured cores are associated with lower conductivity values and higher 
hydraulic conductivity values, consistent with EBF profiles. The differing inversions reveal a pervasive, 
thin, horizontal high electrical conductivity zone, confirming the low-permeability zone identified in the 
EBF profiles (PNNL-22048). 

The high electrical conductivity, low-permeability zone revealed in the saturated Hanford formation was 
noted by Vermeul et al., 2011, as a primary contributor to vertical borehole flow within wells that fully 
penetrate the saturated zone. As noted by Vermeul et al., differing degrees of connectivity between the 
upper and lower high hydraulic conductivity zones and an overall complex hydraulic conductivity 
structure resulted in head differences that drove wellbore flows both upward and downward. Head 
differences between the shallow and deep zones were well correlated with wellbore flow (Vermeul et al., 
2011). Because of the high hydraulic conductivities in the well field, only a small amount of head 
difference was required to induce vertical flow. Vertical flows strongly impacted measured uranium 
concentrations in the wells during periods of aquifer stratification. Periods of downward flow were 
dominated by higher concentrations in the upper aquifer, while periods of upward flow were dominated 
by lower concentrations from the deep zones. These variations made quantitative evaluation of 
monitoring data and tracer concentrations during experiments problematic. 

B5 Inverse Modeling and Stochastic Simulation 

The hydraulic conductivity zonation concept is primarily supported by past work on inverse modeling for 
the 300 Area. This section presents Ksat estimates that are based on inverse modeling as well as 
stochastic simulations. 

B5.1 Inverse Modeling  

For the inverse modeling, the 300 Area subsurface domain was grouped into the two primary 
hydrogeologic units, the Hanford formation, with spatially variable properties, and an underlying, 
undifferentiated Ringold Formation, with uniform properties (instead of multiple Ringold Formation 
subunits) (PNNL-22886). This simplification for the Ringold Formation is motivated by the fact that the 
hydraulic conductivity of the Hanford formation is 2 to 3 orders of magnitude or more lower than any of 
the Ringold Formation subunits. Although there are some differences in density, porosity, and other 
properties for the Ringold Formation subunits (PNNL-17708), the reduced hydraulic conductivity of the 
overall Ringold Formation relative to the Hanford formation is the dominant feature of importance to this 
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system. The properties of the Ringold Formation were assumed to be known, while spatially variable 
hydraulic conductivities for the Hanford formation were estimated by inverse modeling.  

 
Reference: PNNL-22048, Updated Conceptual Model for the 300Area Uranium Groundwater Plume. 
Note: The low hydraulic conductivity regions are correlated to the pervasive high-conductivity unit in each well. 

Figure B-13. Comparison of Saturated Hydraulic Conductivity (K) Estimated with Electromagnetic Borehole 
Flowmeter and Electrical Conductivity Extracted from the ERT Inversion in the Same Wells 

The porosity of the Hanford formation was assumed to be a constant value of 0.23 based on 
measurements on intact core samples from the IFRC site (PNNL-22886). Spatially variable depth-
averaged hydraulic conductivities for the region representing the Hanford formation were estimated using 
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a pilot point methodology with regularization constraints using parallel PEST (USGS, 2010, Approaches 

to Highly Parameterized Inversion: A Guide to Using PEST for Model-Parameter and Predictive-

Uncertainty Analysis). The parameter estimates for the spatially variable Hanford formation Ksats were 
adjusted to improve correspondence between simulated and observed water levels for selected 300 Area 
wells. 

Figures B-14 and B-15 show the permeability distribution resulting from the inverse modeling for four 
horizontal slices through the model domain, at elevations of 104, 102, 100, and 98 m. The intrinsic 
permeability estimates range from a low of 1E-10 m2 to a high of 6E-09 m2 (Figures B-14 and B-15); 
these translate to Ksat estimates that range from 85 m/d to 5086 m/d. Again, these Ksat distributions 
appear to reveal a large-scale channel feature that runs from the north-central to the southeast portion of 
the STOMP© model domain (PNNL-22886).  

B5.2 Stochastic Simulation  

For the stochastic simulation, both zoned representations and multiple, geostatistically generated 
realizations of the hydrogeologic units and their properties underlying the 300 Area (PNNL-17708). Both 
inverse modeling and stochastic approaches produce valid alternative conceptual models of the 
hydrogeologic system.  

For the zoned models (PNNL-17708), the Hanford formation is split into lower and higher K zones, 
which were located in the northern and southern regions of the model domain, respectively. In addition, a 
river alluvium material is included along the entire length of the river corridor to account for the 
dampened response of wells close to the river and measurements made in the river sediments that showed 
these sediments to have lower K values. The zonation pattern and parameter estimate for the zones used 
were adjusted manually to improve correspondence between simulated and observed water levels for 
selected 300 Area wells (PNNL-17708). The geostatistically generated realizations used gamma log data, 
grain-size gamma log correlation functions, and the Kozeny-Carman equation to estimate K values. No 
attempt was made to calibrate the parameters for the geostatistical realizations. The hydraulic 
conductivity field based on the stochastic simulation is illustrated in Figure B-16. The Hanford formation 
high-K zone K varies from 6,000 to 8,000 m/d; the low-K zone K varies from 2,000 to 2,500 m/d 
(PNNL-17708). An anisotropy of 10 was assumed. 

  

                                                      
© Subsurface Transport Over Multiple Phases (STOMP) (and its derivative works, including eSTOMP) is copyrighted 
by Battelle Memorial Institute, 1996. 
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Reference: PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 300 Area –

Application to Uranium Reactive Transport. 

Figure B-14. Permeability Distributions at Elevation, z = 104 m (Top Figure) and z = 102 m (Bottom Figure) for 
the Calibrated Groundwater Flow and Tracer Transport Model 
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Reference: PNNL-22886, System-Scale Model of Aquifer, Vadose Zone, and River Interactions for the Hanford 300 Area –

Application to Uranium Reactive Transport. 

Figure B-15. Permeability Distributions at Elevation, z = 100 m (Top Figure) and z = 98 m (Bottom Figure) for 
the Calibrated Groundwater Flow and Tracer Transport Model 
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Reference: PNNL-17708, Three-dimensional groundwater models of the 300 Area at the Hanford Site, Washington State. 

Figure B-16. Oblique Views (from Southeast) of Three Stochastic Realizations of x-Direction Hydraulic 
Conductivity 

B6 Summary 

A review of the available database of 300 Area saturated K estimates for the highly transmissive Hanford 
formation gravels suggests that the large-scale values are of the order of thousands to tens of thousands 
m/d. The review, based on multiple lines of evidence, includes analyses based on small laboratory-scale 
permeameter sampling, aquifer injection tests, slug tests, and pump tests, as well as tracer test and 
hydraulic test analysis of pressure buildup data for the tracer test. The high K estimates for Hanford 
formation gravels are also consistent with those based on inverse modeling as well as those based on 
stochastic simulations. The zonation concept (i.e., high-K, low-K) currently being used in Stage A and 
Stage B uranium sequestration modeling is consistent with a similar approach used in inverse modeling. 
Also, results from tracer injection test support the zonation concept. Results suggest a more transmissive 
aquifer at greater distances from the injection well, as evidenced by the higher K estimate based on tracer 
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drift between the injection well and downgradient monitoring well 399-1-32 (~4,300 m/d) and the near-
field K estimate of ~2,800 m/d based on results from the hydraulic test analysis (PNNL-16571).  

The presence of paleochannels in the 300 Area (near Columbia River shoreline Spring 9 in particular) and 
the subsequent use of high K values is well supported by two separate and independent investigations 
near the Columbia River shoreline (PNNL-16805; Slater et al., 2010). The results from the two 
investigations are also consistent with the mapping inland of the Hanford/Ringold contact as illustrated in 
Figure B-4. 
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Appendix C 

Alternative Conceptual Model 1 (ACM1) Calibrated Model 
  



ECF-300FF5-19-0086, REV. 0 

C-ii 

 

This page intentionally left blank. 

  



ECF-300FF5-19-0086, REV. 0 

C-iii 

Contents 

C1 Model Calibration Study .............................................................................................................. C-1 

C2 Parameter Estimation using PEST .............................................................................................. C-1 

C3 References .................................................................................................................................... C-10 

Figures 

Figure C-1.  Saturated Hanford Hydraulic Conductivity Zonation along with Pilot Point Locations and 
Monitoring Wells ................................................................................................................ C-3 

Figure C-2.  Calibrated Hydraulic Conductivity of Hanford Formation in the Upper Aquifer for  
ACM1 ................................................................................................................................. C-4 

Figure C-3.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-2 .......................................................................................... C-5 

Figure C-4.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-7 .......................................................................................... C-5 

Figure C-5.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-10A ..................................................................................... C-6 

Figure C-6.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-12 ........................................................................................ C-6 

Figure C-7.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-16A ..................................................................................... C-7 

Figure C-8.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-17A ..................................................................................... C-7 

Figure C-9.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-23 ........................................................................................ C-8 

Figure C-10.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-55 ........................................................................................ C-8 

Figure C-11.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-1-62 ........................................................................................ C-9 

Figure C-12.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-2-2 .......................................................................................... C-9 

Figure C-13.  Comparison between Simulated and Observed Electrical Conductivity (Normalized to  
River Fraction) at Well 399-2-3 ........................................................................................ C-10 

 
  



ECF-300FF5-19-0086, REV. 0 

C-iv 

 

This page intentionally left blank. 



ECF-300FF5-19-0086, REV. 0 

C-1 

C1 Model Calibration Study 

Model calibration performed during the model development process in support of the Stage A and Stage 
B enhanced attenuation area (EAA) remedy serves as the base model for the Stage A and Stage B model 
calibration efforts. This calibration process primarily focuses on the hydraulic conductivity in the upper 
Hanford formation unit of the aquifer. Saturated zone hydraulic conductivity of Hanford formation unit in 
the upper aquifer was calibrated by setting the observed hydraulic responses (e.g., hydraulic head, river-
aquifer mixing) as the calibration targets.  

The PEST (Doherty, 2007, PEST Surface Water Modeling Utilities) parameter estimation software was 
used to facilitate model calibration in concert with manual adjustments. The 2014 through 2016 
calibration dataset incorporated the following elements: 

1. Daily averaged water levels and EC from nine automated water level network (AWLN) wells. Three 
of these AWLN wells are located near the river shoreline and rest of the AWLN wells are located in 
the inland area. 

2. Daily averaged water levels from 23 manual measurement wells.  

All the available observed water level and electrical conductivity (EC) data were examined and cross-
referenced with nearby well data and measurement methods prior to including in the calibration dataset. 
For example, EC measurements during the Stage A phosphate injection led to significantly higher value 
than the typically observed value at the nearby wells. These measurements were considered outliers or 
noisy for the calibration process with respect to river-aquifer interaction and were not included in the 
calibration dataset.  

The deviation between observed and simulated values (objective function) is mathematically minimized 
using singular value decomposition with regularization as described by Doherty, 2007. Weights were 
assigned to account for magnitude and contribution to the objective function. 

The overall calibration process was as follows: 

 Run the PEST software. 
 Review estimated model parameters and model fit to data for reasonableness and agreement. 
 Identify potential conceptual or parameter issues to be resolved and an approach. 
 Implement parameter, model setup, or other change. 
 Repeat. 

PEST provides several outputs of the process, including a file listing the residual between simulated and 
observed data. This was used to review goodness of fit. No absolute value of goodness of fit was set as a 
stopping criterion; an overall weight of evidence was considered including goodness of fit and plausibility 
of estimated parameters. 

C2 Parameter Estimation using PEST 

Model calibration of the base model presented in Section 7.2 was performed by dividing the saturated 
Hanford formation unit into three zones (see Figure C-7): (1) Saturated Hanford 1 zone, covers most of 
the model domain with a horizontal hydraulic conductivity of 4,000 m/d, (2) Saturated Hanford 2 zone, an 
area of higher hydraulic conductivity (6,000 m/d) where preferential of uranium and phosphate has been 
observed, and (3) Saturated Hanford 3 zone, a lower hydraulic conductivity zone of 1,000 m/d along the 
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river shoreline near wells 399-2-2 and 399-2-3. This zonation based hydraulic properties framework and 
calibrated values is very consistent with 3-D groundwater modeling of the 300 Area by PNNL-17708, 
Three Dimensional Groundwater Models of the 300 Area at the Hanford Site, Washington State.  

The following calibration process which will be termed as Alternative Conceptual Model 1 (ACM1) 
throughout this document, is a sensitivity case to evaluate if the more detailed calibration process with 
PEST produces superior results of the tracer response compared to the base model described above. For 
the ACM1 the saturated Hanford formation unit in the upper aquifer is divided into three zones: (1) 
Zone 1, a possible lower hydraulic conductivity zone along the river shoreline to account for the highly 
anticipated dampening effect of the river stage fluctuations at the river-aquifer interface, (2) Zone 2, 
model area within the monitoring well network and area of interest for the Stage A and Stage B flow and 
transport modeling efforts, and (3) Zone 3, model area outside the monitoring well network where no 
realistic calibration is possible. A fixed horizontal hydraulic conductivity of 4,000 m/d, same as saturated 
Hanford 1 zone in the base model, was used for the Zone 3 in the current calibration process. Horizontal 
hydraulic conductivity of Zone 1 and Zone 2 were parameterized by points interpolated over the model 
grid via ordinary kriging. This approach is termed the “pilot point” method of parameterization (Doherty, 

2003, “Ground water model calibration using pilot points and regularization”). Pilot points at each zone 
and each layer are placed based on the following criteria: 

1. Uniform distribution of the pilot points over the entire zone so that at least 2-3 points are available for 
interpolation within the correlation scale (range) 

2. High density of pilot points in vicinity of calibration targets (e.g., AWLN wells, manual measurement 
wells) 

The PEST groundwater utility PPK2FAC was used to generate kriging factors from the pilot points in 
each layer for all the model cells within a zone. A total of 9 pilot points were used where 3 of those lie 
within the Zone 1, 4 of those lie within Zone 2, and the rest of the pilot points (2) lie within Zone 3. The 
PEST groundwater utility FAC2REAL was used to calculate hydraulic conductivity at each model cell 
based on the pilot point values and kriging factors generated by PPK2FAC program. 

Figure C-1 shows all the monitoring wells within the model domain, saturated hydraulic conductivity 
zones, and the pilot point locations within each zone. A river tracer model that characterized river-aquifer 
mixing was used to parameterize saturated hydraulic conductivity of Hanford formation unit by using the 
normalized EC data (i.e., river fraction in the aquifer). Model calibration of ACM1, using the hydraulic 
head as the calibration target, was not performed because the existing base model was calibrated very 
well against the observed hydraulic head measurements. However, ACM1 was validated to make sure the 
simulated hydraulic head are still in good agreement with the observed hydraulic head measurements. 
Figure C-2 shows the calibrated hydraulic conductivity field of Hanford formation unit in the upper 
aquifer. Similar to base model, PEST calibrated a relatively lower hydraulic conductivity (around 500 
m/d) along the river shoreline near wells 399-2-2 and 399-2-3. Hydraulic conductivity increases along the 
river shoreline from south to north to a maximum of 3,000 m/d. Hydraulic conductivity within Zone 2 
varies from 2,000 to 5,100 m/d. A comparison between observed and simulated EC, normalized to river 
fraction, in the aquifer for both base model and ACM1 is shown in Figure C-3 through Figure C-13. 
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Figure C-1. Saturated Hanford Hydraulic Conductivity Zonation along with Pilot Point Locations and 

Monitoring Wells 
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Figure C-2. Calibrated Hydraulic Conductivity of Hanford Formation in the Upper Aquifer for ACM1 
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Figure C-3. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-2 

 
Figure C-4. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-7 
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Figure C-5. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-10A 

 
Figure C-6. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-12 



ECF-300FF5-19-0086, REV. 0 

C-7 

 
Figure C-7. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-16A 

 
Figure C-8. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-17A 
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Figure C-9. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-23 

 
Figure C-10. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-55 



ECF-300FF5-19-0086, REV. 0 

C-9 

 
Figure C-11. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-1-62 

 
Figure C-12. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-2-2 
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Figure C-13. Comparison between Simulated and Observed Electrical Conductivity (Normalized to River 

Fraction) at Well 399-2-3 
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Appendix D 

Mathematical Model and Numerical Simulation of Diffusion/Advection 
Transport with Kinetic Sorption-Desorption  



ECF-300FF5-19-0086, REV. 0 

D-ii 

 

This page intentionally left blank. 

  



ECF-300FF5-19-0086, REV. 0 

D-iii 

Contents 

D1 Introduction ................................................................................................................................... D-1 

D2 Numerical Model for Kinetic Sorption-Desorption Parameter Derivation ............................. D-2 

D3 Simulation Method for Determination of Kinetic Sorption-Desorption Parameters.............. D-3 

D4 Bromide Simulation Results ......................................................................................................... D-7 

D5 Uranium Leaching Simulation – Parameter Estimation Method 1 ........................................ D-12 

D6 Uranium Leaching Simulation – Parameter Estimation Method 2 ........................................ D-19 

D7 Evaluation of Results .................................................................................................................. D-23 

D8 References .................................................................................................................................... D-28 

Figures 

Figure D-1.  Comparison of Column Test Results for Bromide Against Simulated 
Concentrations (a-f) ............................................................................................................ D-8 

Figure D-2.  Comparison of Column Test Results for Bromide Against Simulated 
Concentrations (g-l) ............................................................................................................ D-9 

Figure D-3.  Comparison of Column Test Results for Bromide Against Simulated 
Concentrations (m-r) ......................................................................................................... D-10 

Figure D-4.  Comparison of Column Test Results for Bromide Against Simulated 
Concentrations (s-x) .......................................................................................................... D-11 

Figures D-5.  Comparison of Column Test Results for Bromide Against Simulated 
Concentrations (y-z) ......................................................................................................... D-12 

Figures D-6.  Comparison of Column Test Results for Uranium Against Simulated 
Concentrations Using Parameter Estimation Method 1 (a-i) ............................................ D-13 

Figures D-7.  Comparison of Column Test Results for Uranium Against Simulated 
Concentrations Using Parameter Estimation Method 1 (j-r) ............................................ D-14 

Figure D-8.  Comparison of Column Test Results for Uranium Against Simulated 
Concentrations Using Parameter Estimation Method 1 (s-z) ........................................... D-15 

Figure D-9.  Comparison of Column Test Results for Uranium Against Simulated 
Concentrations Using Parameter Estimation Method 2 (a–f) ........................................... D-20 

Figure D-10.  Comparison of Column Test Results for Uranium Against Simulated 
Concentrations Using Parameter Estimation Method 2 (g–j) ........................................... D-21 

Figure D-11.  Derived Kinetic Rate Constants for the Paired Pre-Injection Samples Using 
Parameter Estimation Method 1 ....................................................................................... D-24 

Figure D-12.  Derived Kinetic Rate Constants for the Paired Post-Injection Samples Using 
Parameter Estimation Method 1 ....................................................................................... D-24 

Figure D-13.  Comparison of Kinetic Rate Constants for All the Pre- and Post-Injection Samples 
Using Parameter Estimation Method 1 ............................................................................. D-25 

Figure D-14.  Comparison of Derived Kd Value (mL/g) for the Pre- and Post-Injection Samples 
Using Parameter Estimation Method 1 ............................................................................. D-26 



ECF-300FF5-19-0086, REV. 0 

D-iv 

Figure D-15.  Comparison of Kinetic Rate Constants for All the Pre- and Post-Injection Samples 
Using Parameter Estimation Method 2 ............................................................................. D-27 

Figure D-16.  Comparison of Derived Kd Value (mL/g) for the Pre- and Post-Injection Samples 
Using Parameter Estimation Method 2 ............................................................................. D-28 

Tables 

Table D-1.  Core Sample Information for Flow-Through Column Tests and Experimental Set-
Up ....................................................................................................................................... D-5 

Table D-2.  Time Discretization Used in Simulation ............................................................................. D-7 

Table D-3.  Fitted Reverse and Forward Rate Constants Using Parameter Estimation Method 1....... D-17 

Table D-4.  Samples where Dissolved Uranium Concentration Remains Low ................................... D-19 

Table D-5.  Fitted Rate Constants for Post-Injection Samples Using Parameter Estimation 
Method 2 ........................................................................................................................... D-22 

Table D-6.  Fitted Rate Constants for the Pre-Injection Samples (Same for Method 1 and 
Method 2) .......................................................................................................................... D-22 

 



ECF-300FF5-19-0086, REV. 0 

D-1 

D1 Introduction 

The flow-through column tests performed to evaluate the leaching behavior of uranium provide useful 
information for quantifying the desorption rates. Sediment samples were collected from selected locations 
within the Stage B area. The flow-through column tests were performed on 26 samples (PNNL-29650, 
Evaluation of the Change in Uranium Mobility in Sediments from Hanford 300-FF-5 Stage B 

Polyphosphate Field Injection). Out of these, 20 samples are paired samples (10 pairs), collected prior to 
phosphate injection (designated as pre-injection sample) and following the injection (designated as post-
injection sample) from collocated boreholes. There are four sediment samples that were collected from 
the post-injection boreholes and there are two duplicates one from the pre-injection sample and one from 
the post-injection sample.  

A single-site kinetic sorption-desorption model is developed to estimate the kinetic rates. The 
mathematical model (ECF-300FF5-11-0151, Groundwater Flow and Uranium Transport Modeling in 

Support of the 300 Area FF-5 RI/FS) describes the transport of a solute by dispersion and advection with 
kinetic sorption between the liquid and solid phases. The kinetic sorption is modeled by both a forward 
reaction rate from the liquid phase to the solid phase and a reverse reaction rate from solid to liquid. The 
geometry is represented by a one-dimensional column with length (L). The mathematical model consists 
of mass balance equations for both the dissolved and solid concentrations. The dissolved mass balance 
equation is: 
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, Lz 0     (Eq. D-1) 

where the z-axis is oriented along the length of the column. The solid mass balance or sorption kinetic 
equation is: 

 qC
t

q
brfb  



   (Eq. D-2) 

The forward/reverse reaction rate constants satisfy the relation: 

 












 b

drf K   (Eq. D-3) 

where: 

 C: dissolved concentration [𝜇𝑔 − 𝑈/𝑚𝐿 − 𝑤𝑎𝑡𝑒𝑟]  

q : sorbed concentration, [𝜇𝑔 − 𝑈/𝑔 − 𝑠𝑜𝑙𝑖𝑑] 

  : water content, water volume/bulk volume [dimensionless] 

v : Darcy velocity, water volume/area/time [𝑐𝑚/ℎ𝑟] 

D :  dispersion coefficient [𝑐𝑚2/ℎ𝑟] 

b :  bulk density, matrix mass/bulk volume 𝑔/𝑐𝑚3 

f :  forward reaction rate constant (sorption) [ℎ𝑟−1] 

𝛼𝑟:  reverse reaction rate constant (desorption) [ℎ𝑟−1] 

dK : equilibrium constant, volume water/matrix mass [𝑚𝐿/𝑔]. 



ECF-300FF5-19-0086, REV. 0 

D-2 

The sorption kinetic equation (Eq. D-2) can be expressed in terms of only the reverse reaction rate 
constant by the reaction rate relation (Eq. D-3). The sorption kinetic equation is written as follows: 

 qCK
t

q
rdr  



  (Eq. D-4) 

Let injQ denote the water injection rate, then the discharge or Darcy velocity is equal to the water 
injection rate per unit area normal to flow direction. 

The model assumes that there is no dispersion across the upper and lower boundary of the column. 
The bromide experiments have an initial concentration of zero within the column. At the top boundary, an 
influent with prescribed bromide concentration is maintained over time. The effluent concentration 
exiting the bottom of the column represents the experimental measured concentration. 

The uranium experiments have zero concentration of influent, while initially the column contains uranium 
in both dissolved and solid states. The transport and kinetic sorption are in equilibrium initially. 
This implies that the dissolved and solid concentrations are constant throughout the column. At initial 
time the solid concentration is in equilibrium with the dissolved concentration. The initial equilibrium 
condition requires the following:  

0)0,( 



z

t

q  

which from Eqs. D-2 and D-3 implies the initial condition for the solid concentration: 𝑞(𝑧, 0) =
𝐾𝑑𝐶(𝑧, 0).  

The experimental results are presented as dissolved concentration a function of cumulative water pore 
volumes. The relation between time and pore volume during flow periods is: 

 𝑃𝑉 = (𝑄𝑖𝑛𝑗𝑡)/(𝜃𝑉𝑏𝑢𝑙𝑘)  (Eq. D-5) 
where:  

 𝑄𝑖𝑛𝑗 = 𝑤𝑎𝑡𝑒𝑟 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 [𝑚𝐿/ℎ𝑟]  
 𝑡 =  𝑡𝑖𝑚𝑒 [ℎ𝑟]  

 𝑉𝑏𝑢𝑙𝑘 =  𝑐𝑜𝑙𝑢𝑚𝑛 𝑏𝑢𝑙𝑘 𝑣𝑜𝑙𝑢𝑚𝑒 [𝑚𝐿].  

D2 Numerical Model for Kinetic Sorption-Desorption Parameter Derivation 

The mathematical model is approximated by a finite difference scheme. Consider a finite difference 
discretization of space and time. Let the index I denote the spatial cell index, i = 1, 2, …, 

zN , where 
zN  is 

the number of grid cells. Let the time discretization be denoted
tNtttt  2100 , where tN  is 

the number of time steps. The discretization is fully implicit and uses approximations, which are first 
order for time derivatives, first order upstream weighting for advective transport, and second order for 

dispersive transport. The discretization for the ith cell and time step from nt  to 1nt  for the sorption 
kinetics, Eq. D-4, is as follows: 
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Solve Eq. D-5 for the sorbed concentration yields as follows: 
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Now discretize the transport equation (Eq. D-1), and substitute for 
1n

iq  the expression in Eq. D-7. 
Expressing the resulting difference equation in tridiagonal form yields the following: 

 
n

i

r

brn

i

n

i

n

i

r

dbrn

i

q
t

C
t

C
z

D
C

t

K

tz

v

z

D
C

z

v

z

D










































 

















1

1
2 1

12
1

2
1

12

 (Eq. D-8) 

This system of equations uses known information at the beginning of the time step, 𝐶𝑖
𝑛 𝑎𝑛𝑑 𝑞𝑖

𝑛, to 
calculate the water concentrations 𝐶𝑖

𝑛+1. Once the dissolved concentrations are computed, Eq. D-7 
provides the sorbed concentrations 𝑞𝑖

𝑛+1. Appropriate boundary conditions are applied at the upper and 
lower boundary cells. The initial data are as follows: 

𝐶(𝑧, 0) = 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and 𝑞(𝑧, 0) = 𝐾𝑑𝐶(𝑧, 0) = 𝑞𝑖𝑛𝑖𝑡𝑖𝑎𝑙. 

For the uranium leach experiments, a no flow condition at the upper cell (influent) is imposed for both 
dispersive and advective transport. At the lower boundary, there is no dispersive transport out of the 
column. The advective mass transport across the lower boundary of the column (𝑖 = 𝑁𝑧) is computed as  

𝑄𝑖𝑛𝑗Δ𝑡𝐶𝑁𝑧

𝑛+1. 

D3 Simulation Method for Determination of Kinetic Sorption-Desorption Parameters 

The experimental tests consist of flow through a uranium sample column with three flow periods 
successively separated by two stop flow periods. Core samples from 26 sites within the 300-FF-5 Stage B 
area were tested for the concentration of the uranium flow exiting the column over time (PNNL-29650) as 
summarized in Table D-1. A MATLAB computer model implementing the numerical model simulates 
the diffusive/advective transport with kinetic sorption (MATLAB code in Appendix E). The numerical 
model consists of two files. An input file generates the necessary input parameters for the transport 
calculations. A transport file performs the transport calculations and outputs the effluent concentrations. 
Within the output or results file a graphic comparison of the simulation concentrations and the 
experimental concentration data are provided. The graphic comparison is essential to the history match 
process. The input files are distinct sample files since the input is sample dependent. The finite difference 
transport calculation is distinct for each sample, since the input and output file names are sample 
dependent. 

Input necessary for the uranium transport simulation is identified as follows: 

1. physical experimental data constant over all samples: 

 column length = 20.48 cm 

 column diameter = 2.36 cm 

2. physical experimental data with sample dependence: 

 water content, injection rate and bulk density with values provided by Table D-1.2-1 

3. initial uranium water concentration: 

                                                      
 MATLAB is a registered trademark of The MathLab, Inc., Natick, Massachusetts. 
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 matched to early time (or pore volume) experimental results 

4. history match parameters: 

 partition coefficient or 𝐾𝑑 and reverse kinetic reaction rate constant 

5. Dispersion coefficient estimate is 𝐷 = 0.001 𝑐𝑚2/ℎ𝑟 for all sample cases. 

The water content assumes the test column is fully saturated. Note the bromide simulations do not require 
any information related to sorption (𝐾𝑑 or reaction rate constant). For the bromide calculations, the 
sorption parameters are disabled by setting them to zero. 

The finite difference code requires a spatial and temporal discretization. The discretization is identical 
over all samples. The spatial discretization assigns a uniform grid over the test column length with 50 grid 
cells. The time discretization is shown in Table D-2 for each flow and stop flow period. 

For the uranium simulations, the initial uranium water concentration is estimated from the early time 
experimental results. The fitting parameters include the partition coefficient, 𝐾𝑑, and the reverse reaction 
rate constant, ∝𝑟. The forward sorption rate is computed from Eq. D-3. At initial time it is assumed that 
the liquid/solid concentrations are in equilibrium; consequently, the initial solid concentration is 
𝑞(𝑧, 0) = 𝐾𝑑𝐶(𝑧, 0). History match of the experimental data is obtained manually by adjusting the 
partition coefficient and the reverse reaction rate constant until a best fit of the experimental data is 
obtained. 

All experimental samples were conducted with two stop flow or shut-in events. The elapsed time during 
flow is computed by the volume per unit pore volume multiplied by the pore volumes and divided by the 
injection rate. During a stop flow event, the pore volume is constant. 

Concentrations are known at the beginning of a time step, and the numerical model calculation provides 
the concentrations at the end of the time step. The time step calculation uses matrix inversion and 
matrix/vector multiplication utilizing MATLAB built-in matrix functions. The resulting solution for the 
concentrations satisfies the finite difference equations for the uranium transport with kinetic sorption 
within the column subject to the initial concentrations and the boundary conditions at the upper and lower 
column boundaries. The time iteration continues to update these concentration profiles at all time steps. 
Within each time step, the evaluated concentrations and designed flows (injected pore volumes) are used 
to evaluate mass fluxes and check the mass balance. After each time step, the column effluent (exiting) 
concentration is stored. Output is exported to a Microsoft Excel file 
(e.g., “G_118_Uranium_Results.xlsx”), which includes mass balance results, input parameters, and time 
history of the effluent concentration.  

The Excel output file is designed with a preset graph to compare the simulated result with experimental 
data. Values for the history match parameters are set, and the model is run. Model results are compared to 
experimental results, and history match parameters (Kd and reverse reaction rate constant) are manually 
adjusted until a best fit of the experimental data is obtained. This history matching procedure is carried 
out for all samples. 

                                                      
 Microsoft and Microsoft Excel are registered trademarks of Microsoft Corporation in the U.S. and other countries. 
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Table D-1. Core Sample Information for Flow-Through Column Tests and Experimental Set-Up 

PNNL Sample # 

Pre- or Post-
Injection 
Sample 

Sample 
Paired 
with Borehole 

Sample Depth 
Interval 

(ft) HEIS # 

Total Uranium 
(µg/g) in Bulk 

Sediment * 

Dry Bulk 
Density 
(g/cm3) 

Porosity 
(cm3/cm3) 

Average Flow 
Rate 

(mL/hr) 

G29 pre w/G118 C9683 22.5 – 25 B389J7 3.19 1.631 0.46 26.1 

G118 post w/G29 C9732 22.5 – 25 B3P2W2 0.38 1.513 0.493 27 

G20 pre w/G112 C9673 27.5 – 30 B388X3 6.13 1.674 0.429 29.16 

G112 post w/G20 C9728 27.5 – 30 B3P2L0 12.05 1.66 0.38 23.58 

G21 pre w/G113 C9673 30 – 32.5 B388X6 18.40 1.765 0.351 22.8 

G113 post w/G21 C9728 30 – 32.5 B3P2L4 29.13 1.731 0.351 26.34 

G14 pre w/G108 C9667 25 – 27.5 B388NO 45.35 1.648 0.482 25.86 

G108 post w/G14 C9729 25 – 27.5 B3P2M6 4.62 1.776 0.326 28.74 

G16 pre w/G110 C9667 30 – 32.5 B388N9 7.36 1.663 0.43 26.7 

G110 post w/G16 C9729 30 – 32.5 B3P2N4 10.43 1.833 0.379 27.48 

G7 pre w/G105 C9647 22.5 – 25 B38B71 57.70 1.687 0.469 25.2 

G105 post w/G7 C9733 22.5 – 25 B3P2Y2 1.44 1.646 0.447 25.92 

G105A dup post w/G7 C9733 22.5 – 25 B3P2Y2 1.24 1.63 0.402 28.44 

G9 pre w/G106 C9647 27.5 – 30 B38B77 4.06 1.707 0.438 28.8 

G106 post w/G9 C9733 27.5 – 30 B3P300 1.06 1.617 0.419 19.02 

G2 pre w/G101 C9646 22.5 – 25 B38B38 38.05 1.695 0.446 28.5 

G101 post w/G2 C9731 22.5 – 25 B3P2T2 6.23 1.636 0.471 27.06 

G4 pre w/G103 C9646 27.5 – 30 B38B47 5.26 1.131 0.503 27.6 

G103 post w/G4 C9731 27.5 – 30 B3P2VO 1.91 1.761 0.359 29.22 

G24 pre w/G115 C9677 22.5 – 25 B38907 22.18 1.687 0.414 27.36 

G115 post w/G24 C9730 22.5 – 25 B3P2P2 3.15 1.592 0.353 28.98 

G24A dup pre w/G115 C9677 22.5 – 25 B38907 22.18 1.695 0.363 28.46 
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Table D-1. Core Sample Information for Flow-Through Column Tests and Experimental Set-Up 

PNNL Sample # 

Pre- or Post-
Injection 
Sample 

Sample 
Paired 
with Borehole 

Sample Depth 
Interval 

(ft) HEIS # 

Total Uranium 
(µg/g) in Bulk 

Sediment * 

Dry Bulk 
Density 
(g/cm3) 

Porosity 
(cm3/cm3) 

Average Flow 
Rate 

(mL/hr) 

G127 post no pair C9734 27.5 – 30 B3P320 2.19 1.57 0.449 29.28 

G123 post no pair C9735 27.5 – 30 B3P340 3.84 1.768 0.331 28.38 

G125 post no pair C9736 22.5 – 25 B3P352 0.88 1.823 0.268 28.98 

G126 post no pair C9736 25 – 27.5 B3P356 1.54 1.878 0.328 27.54 

* From Sequential Extraction Results presented in PNNL-29650 
HEIS = Hanford Environmental Information System 
PNNL = Pacific Northwest National Laboratory 
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Table D-2. Time Discretization Used in Simulation 

Flow Periods Time Interval [hr] # Time Steps Time Step Size [hr] 

1st flow 0 to 4 50 0.08 

2nd stop flow 4 to 54.78 50 1.0156 

2nd flow 54.78 to 70.75 50 0.3194 

2nd stop flow 70.75 to 150.33 50 1.5916 

3rd flow 150.33 to 334.58 100 1.8425 
 

D4 Bromide Simulation Results 

The experimental results include the transport of a non-sorbing bromide tracer element during the first 
flow period (4 hr). The non-sorbing bromide tests were performed with initial column bromide 
concentration zero. The influent has a specified bromide concentration equal to the asymptotic 
experimental value (late time or pore volume). Because bromide is non-sorbing, these simulations require 
no information of the partition coefficient or the forward and reverse reaction rate constants. Because the 
bromide transport properties are known, the bromide simulations require no history matching process. A 
comparison of the bromide simulation to the test results provides conformation for the solute 
diffusive/advective transport calculation, choice of parameters, and reasonableness of the assumptions. 

Simulation of the bromide tracer runs are compared with the experimental data for the 26 samples in 
Figures D-1 through D-5 (a to z). The best match is obtained for G-20 and G-125. Endemic to most 
results is the experimental bromide breakthrough occurs sooner than the simulated response. It is 
conjectured that this results from the test column being initially under-saturated resulting in reduced 
effective porosity from entrapped air and preferential flow pathways occurring within the first pore 
volume. In most experiments, the bromide concentrations continue to increase beyond one pore volume 
and reach injected concentrations by about 1.5 pore volume. 
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a. Sample G-2       b. Sample G-4 

 

  

c. Sample G7         d. Sample G-9 

 

  

e. Sample G-14        f. Sample G-16 

Figure D-1. Comparison of Column Test Results for Bromide Against Simulated Concentrations (a-f) 
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g. Sample G-20        h. Sample G-21 

 

  
i. Sample G-24       j. Sample. G-24A dup 

 

  
k.  Sample G-29        l. Sample G-101 

Figure D-2. Comparison of Column Test Results for Bromide Against Simulated Concentrations (g-l)  
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    m. Sample G-103       n. Sample G-105 
 

  
o. Sample G-105A dup      p. Sample G-106 

 

  
q. Sample G-108       r. Sample G-110 

Figure D-3. Comparison of Column Test Results for Bromide Against Simulated Concentrations (m-r)  
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s. Sample G-112       t. Sample G-113 

 

  
    u. Sample G-115       v. Sample G-118 
 

  
    w. Sample G-123       x. Sample G-125 

Figure D-4. Comparison of Column Test Results for Bromide Against Simulated Concentrations (s-x)  
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    y. Sample G-126       z. Sample G-127 

Figures D-5. Comparison of Column Test Results for Bromide Against Simulated Concentrations (y-z) 

D5 Uranium Leaching Simulation – Parameter Estimation Method 1 

The uranium simulations attempt to history match the experimental results for all 26 samples where flow-
through column tests were performed to evaluate the release of uranium from the contaminated sediments 
under saturated conditions. The history match requires adjusting the partition coefficient and the reverse 
reaction rate constants until a match of the experimental data is obtained. The resulting history match of 
the samples is shown in Figures D-6 through D-8 (a – z). The resulting history match parameters together 
with the initial water concentration, initial sediment concentration and the forward reaction rate constant 
is summarized in Table D-3.  

Several of the sediment samples exhibited very small effluent concentrations (5 µg/L or less) indicating 
that the uranium is either not leaching out or is at the naturally occurring background levels indicating 
lack of residual contamination. These samples along with their maximum observed concentrations are 
provided in Table D-4. These were not sampled as frequently as others during the experiments.  
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a. Sample G-29 (pre-injection pair) b. Sample G-118 (post-injection pair) c. Sample G-20 (pre-injection pair) 

   

   
d. Sample G-112 (post-injection pair) e. Sample G-21 (pre-injection pair) f. Sample G-113 (post-injection pair) 

   

   
g. Sample G-14 (pre-injection pair) h. Sample G-108 (post-injection pair) i. Sample G-16 (pre-injection pair) 

Note: The Paired Pre-injections Sample Results are Shown on the Left Side while the Corresponding Paired Post-injection Sample Results are Shown on the Right Side 

Figures D-6. Comparison of Column Test Results for Uranium Against Simulated Concentrations Using Parameter Estimation Method 1 (a-i) 
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j. Sample G-110 (post-injection pair) k. Sample G-7 (pre-injection pair) l. Sample G-105 (post-injection pair) 

   

   
m. Sample G-9 (pre-injection pair) n. Sample G-106 (post-injection pair) o. Sample G-2 (pre-injection pair) 

   

   
p. Sample G-101 (post-injection pair) q. Sample G-4 (pre-injection pair) r. Sample G-103 (post-injection pair) 

Note: The Paired Pre-injections Sample Results are Shown on the Left Side while the Corresponding Paired Post-injection Sample Results are Shown on the Right Side 

Figures D-7. Comparison of Column Test Results for Uranium Against Simulated Concentrations Using Parameter Estimation Method 1 (j-r) 
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s. Sample G-24 (pre-injection pair) t. Sample G-115 (post-injection pair) u. Sample G-127 (post-injection; no pair) 

   

   
v. Sample G-123 (post-injection; no pair) w. Sample G-125 (post-injection; no pair) x. Sample G-126 (post-injection; no pair) 

   

  

 

y. Sample G-24A dup (pre-injection; duplicate) z. Sample G-105A dup (post-injection; duplicate)  

Note: The Paired Pre-injections Sample Results are Shown on the Left Side while the Corresponding Paired Post-injection Sample Results are Shown on the Right Side 

Figure D-8. Comparison of Column Test Results for Uranium Against Simulated Concentrations Using Parameter Estimation Method 1 (s-z) 
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Table D-3. Fitted Reverse and Forward Rate Constants Using Parameter Estimation Method 1 

PNNL 
Sample # 

Pre- or 
Post-

Injection 
Sample 

Sample 
Paired 
with 

Total Uranium 
(µg/g) in Bulk 

Sediment * 

Initial 
Water 

Concentra
tion 

[µg /mL] 

Initial Total 
Uranium Bulk 

Sediment 
Concentration 

[µg /g] 
Kd 

[mL/g] 

Reverse 
Reaction 

Rate 
Constant 

[1/hr] 

Forward 
Reaction 

Rate 
Constant 

[1/hr] 

G29 pre w/G118 3.19 1.80E+00 3.60E+00 2.00E+00 5.00E-04 3.55E-03 

G118 post w/G29 0.38 3.20E-03 8.00E-02 2.50E+01 4.00E-04 3.07E-02 

G20 pre w/G112 6.13 1.47E-01 2.35E+00 1.60E+01 1.60E-03 9.99E-02 

G112 post w/G20 12.05 2.10E-02 4.20E+00 2.00E+02 1.00E-04 8.74E-02 

G21 pre w/G113 18.40 1.35E+01 2.03E+01 1.50E+00 5.00E-03 3.77E-02 

G113 post w/G21 29.13 2.04E-02 2.04E+00 1.00E+02 5.00E-04 2.47E-01 

G14 pre w/G108 45.35 8.40E+00 4.20E+01 5.00E+00 5.00E-03 8.55E-02 

G108 post w/G14 4.62 1.86E-01 7.44E-01 4.00E+00 8.00E-03 1.74E-01 

G16 pre w/G110 7.36 1.06E-01 1.06E+00 1.00E+01 5.00E-04 1.93E-02 

G110 post w/G16 10.43 6.00E-01 6.00E+00 1.00E+01 5.00E-04 2.42E-02 

G7 pre w/G105 57.70 4.90E+00 5.88E+01 1.20E+01 1.00E-03 4.32E-02 

G105 post w/G7 1.44 4.80E-04 1.44E-02 3.00E+01 3.90E-04 4.31E-02 

G105A dup post w/G7 1.24 5.00E-03 1.50E-01 3.00E+01 1.00E-03 1.22E-01 

G9 pre w/G106 4.06 4.50E-01 1.35E+00 3.00E+00 1.00E-03 1.17E-02 

G106 post w/G9 1.06 2.40E-03 2.40E-02 1.00E+01 5.00E-04 1.93E-02 

G2 pre w/G101 38.05 2.10E+01 3.15E+02 1.50E+01 5.00E-04 2.85E-02 

G101 post w/G2 6.23 4.40E-02 2.20E+00 5.00E+01 1.68E-04 2.92E-02 

G4 pre w/G103 5.26 2.10E-03 2.10E-02 1.00E+01 5.00E-03 1.12E-01 

G103 post w/G4 1.91 4.20E-03 1.68E+00 4.00E+02 2.00E-04 3.92E-01 

G24 pre w/G115 22.18 4.00E-01 2.40E+00 6.00E+00 9.00E-04 2.20E-02 
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Table D-3. Fitted Reverse and Forward Rate Constants Using Parameter Estimation Method 1 

PNNL 
Sample # 

Pre- or 
Post-

Injection 
Sample 

Sample 
Paired 
with 

Total Uranium 
(µg/g) in Bulk 

Sediment * 

Initial 
Water 

Concentra
tion 

[µg /mL] 

Initial Total 
Uranium Bulk 

Sediment 
Concentration 

[µg /g] 
Kd 

[mL/g] 

Reverse 
Reaction 

Rate 
Constant 

[1/hr] 

Forward 
Reaction 

Rate 
Constant 

[1/hr] 

G115 post w/G24 3.15 5.00E-02 2.50E+00 5.00E+01 8.00E-04 1.80E-01 

G127 post no pair 2.19 6.00E-03 6.00E-02 1.00E+01 3.00E-03 1.05E-01 

G123 post no pair 3.84 5.00E-03 1.00E-01 2.00E+01 5.00E-03 5.34E-01 

G125 post no pair 0.88 1.30E-02 5.20E-01 4.00E+01 4.00E-04 1.09E-01 

G126 post no pair 1.54 1.20E+00 2.40E+00 2.00E+00 2.00E-03 2.29E-02 

G24A dup pre w/G115 22.18 1.10E+01 2.20E+01 2.00E+00 5.00E-03 4.67E-02 

* From Sequential Extraction Results presented in PNNL-29650 
PNNL = Pacific Northwest National Laboratory 
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Table D-4. Samples where Dissolved Uranium Concentration Remains Low 

PNNL Sample # 
Maximum Observed Dissolved 
Uranium concentration [µg/L] 

G-4 3 

G-103 5 

G-105 0.5 

G-105A dup 5 

G-106 3 

G-118 4 

G-123 5 

G-127 6 

PNNL = Pacific Northwest National Laboratory 

 

D6 Uranium Leaching Simulation – Parameter Estimation Method 2 

An alternate history match method is considered for estimating the rate constants. In this approach the 
forward rate constant for the post-injection sample pair is set equal to the corresponding pre-injection 
sample forward rate constant and only the reverse rate constant is adjusted to match the experimental 
data. For example, the history match for the post-injection sample G-118 includes assigning the forward 
rate constant from pre-injection sample G-29.  

A change to the input file for the post-phosphate injection samples implements the dependence of the 
reverse rate constant as a function of the forward rate constant and partition coefficient, which follows 
from Eq. D-3. 

 ∝𝑟 =  (𝜃 ∝𝑓)/(𝜌𝑏𝐾𝑑). (Eq. D-9) 
The forward rate constant is specified by the corresponding paired sample pre-injection forward rate 
constant. Thus, the history match only requires searching a 𝐾𝑑 value to determine the reverse rate 
constant yielding the best data fit for the sample. The forward rate constant constraint reduces the number 
of history matching parameters to one. The graphic results for the ten paired post-injection samples are 
shown in Figures D-9 and D-10 (a-j).  

The history match parameters, Kd and reverse rate constants, together with the initial water concentration, 
initial sediment concentration and forward rate constants are shown in Table D-5 for the pre-injection 
samples (same results as Table D-4). The corresponding or paired post-injection samples results are 
shown in Table D-6. The ordering of the samples in these two figures is according to the pairing. For 
example, the 3rd entry in Table D-5 is sample G-21. Sample G-21 is paired to the 3rd entry in Table D-6 of 
G-113. Figure D1.5-13 is a graphic summary of the reverse and forward rates for the pre-injection 
samples, while Figure D1.5-14 is a summary of the rates for the post-injection samples. The Kd values are 
shown in Figure D.1.5-15. Note for, say sample G-21, the post-injection result is the value for the paired 
sample G-113. A summary of the kinetic rates is provided in Figure D.1.5-16. This figure also shows the 
kinetic rates for the four un-paired samples (G-127, G-123, G-125, and G126) as post-injection rates.  
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a. G-118 (paired with pre-injection G-29)   b. G-112 (paired with pre-injection G-20) 

  
 c. G-113 (paired with pre-injection G-21)    d. G-108 (paired with pre-injection G-14)  

  
e. G-110 (paired with pre-injection G-16)   f. G-105 (paired with pre-injection G-7) 

Note: Only post-injection pairs are presented; the pre-injection pair results are the same as shown in figures D-6 through D-8. 

Figure D-9. Comparison of Column Test Results for Uranium Against Simulated Concentrations Using 
Parameter Estimation Method 2 (a–f) 
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g. G-106 (paired with pre-injection G-9)   h. G-101 (paried with pre-injection G-2)  

  
i. G-103 (paired with pre-injection G-4)    j. G-115 (paired with pre-injection G-24) 

Note: Only post-injection pairs are presented; the pre-injection pair results are the same as shown in figures D-6 through D-8. 

Figure D-10. Comparison of Column Test Results for Uranium Against Simulated Concentrations Using 
Parameter Estimation Method 2 (g–j) 
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Table D-5. Fitted Rate Constants for Post-Injection Samples Using Parameter Estimation Method 2 

PNNL # 
Post-

injection 
sample 

PNNL# 
Paired 
Pre-

injection 
sample 

Initial Water 
Concentration 
[micro-g/mL] 

Initial Sediment 
Concentration 

[micro-g/g] 
Kd 

[mL/g] 

Reverse 
Reaction Rate 

Constant 
[1/hr] 

Forward 
Reaction Rate 

Constant 
[1/hr] 

G118 G29 3.20E-03 8.00E-02 2.50E+01 4.63E-05 3.55E-03 

G112 G20 2.10E-02 3.89E+00 1.85E+02 1.24E-04 9.99E-02 

G113 G21 2.04E-02 1.22E+00 6.00E+01 1.27E-04 3.77E-02 

G108 G14 1.86E-01 6.57E-01 3.53E+00 4.45E-03 8.55E-02 

G110 G16 6.00E-01 6.00E+00 1.00E+01 4.00E-04 1.90E-02 

G105 G7 4.80E-04 1.44E-02 3.00E+01 3.91E-04 4.32E-02 

G106 G9 2.40E-03 3.60E-02 1.50E+01 2.02E-04 1.17E-02 

G101 G2 4.40E-02 2.20E+00 1.50E+01 5.47E-04 2.85E-02 

G103 G4 4.20E-03 2.52E+00 6.00E+02 3.81E-05 1.12E-01 

G115 G24 5.00E-02 2.50E+00 5.00E+01 9.76E-05 2.20E-02 

PNNL = Pacific Northwest National Laboratory 

 

Table D-6. Fitted Rate Constants for the Pre-Injection Samples (Same for Method 1 and Method 2) 

PNNL # 
Pre-

injection 
Sample 

Paired 
Post-

injection 
sample 

Initial Water 
Concentration 
[micro-g/mL] 

Initial 
Sediment 

Concentration 
[micro-g/g] 

Kd 
[mL/g] 

Reverse 
Reaction Rate 

Constant 
[1/hr] 

Forward 
Reaction Rate 

Constant 
[1/hr] 

G29 G118 1.80E+00 3.60E+00 2.00E+00 5.00E-04 3.55E-03 

G20 G112 1.47E-01 2.35E+00 1.60E+01 1.60E-03 9.99E-02 

G21 G113 1.35E+01 2.03E+01 1.50E+00 5.00E-03 3.77E-02 

G14 G108 8.40E+00 4.20E+01 5.00E+00 5.00E-03 8.55E-02 

G16 G110 1.06E-01 1.06E+00 1.00E+01 5.00E-04 1.93E-02 

G7 G105 4.90E+00 5.88E+01 1.20E+01 1.00E-03 4.32E-02 

G9 G106 4.50E-01 1.35E+00 3.00E+00 1.00E-03 1.17E-02 

G2 G101 2.10E+01 3.15E+02 1.50E+01 5.00E-04 2.85E-02 

G4 G103 2.10E-03 2.10E-02 1.00E+01 5.00E-03 1.12E-01 

G24 G115 4.00E-01 2.40E+00 6.00E+00 9.00E-04 2.20E-02 

PNNL = Pacific Northwest National Laboratory 
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D7 Evaluation of Results 

The results from parameter estimation method 1, which are summarized in Table D-3 and presented in 
Figures D-6 through D-8 (a – z), can be better understood by graphically comparing the pre-injection rate 
constants (Figure D-11) with the post-injection rate constants (Figure D-12) for the paired samples. In 
both figures, the forward rate constant is higher than the reverse rate constant by approximately one order 
of magnitude or more. Comparing the two figures, it is observed that the reverse rate constant for the 
post-injection samples has decreased compared to the pre-injection samples while the forward rate 
constant remains approximately the same. This is more clearly shown in Figure D-13, where the results 
from Figures D-11 and D-12 are presented together. The reduction in reverse rate constant for the post-
injection samples is appreciable indicating that the uranium is less leachable and therefore the intended 
goal of phosphate injection to sequester uranium was met. Figure D-14 presents the results in terms of 
estimated Kd values for the pre- and post-injection samples. The Kd values are derived from the parameter 
estimation method 1 (and using Eq. D-3). The results shown indicate the relative change in uranium Kd 
values between the pre- and post-injection samples. The uranium Kd values for majority of post-injection 
samples have increased compared to the pre-injection samples. For some samples the increase in Kd is 
over an order of magnitude, which indicates a significant reduction in leaching in the future. The average 
increase in Kd is about a factor of ten. 

The comparison of kinetic rate constants from parameter estimation method 2 (summarized in Tables D-5 
and D-6 and presented in Figures D-9 and D-10), are presented in Figure D-15. When the forward rate 
constants for the pre- and post-injection samples are held the same the difference in reverse rate constants 
is more apparent. The reverse rate constant for the post-injection samples has decreased compared to the 
pre-injection samples indicating reduced leachable uranium. Figure D-16 presents the comparisons in 
terms of the derived Kd values using parameter estimation method 2. The results are similar to the one 
shown for parameter estimation method 1 (Figure D-14) indicating an increase in uranium Kd values for 
the post-injection samples. 
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Figure D-11. Derived Kinetic Rate Constants for the Paired Pre-Injection Samples Using Parameter 

Estimation Method 1 

 

 
Figure D-12. Derived Kinetic Rate Constants for the Paired Post-Injection Samples Using Parameter 

Estimation Method 1 
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Note: The pre-injection samples are listed on top while post-injection samples are listed on bottom. 

Figure D-13. Comparison of Kinetic Rate Constants for All the Pre- and Post-Injection Samples Using 
Parameter Estimation Method 1 
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Note: The pre-injection samples are listed on top while post-injection samples are listed on bottom. 

Figure D-14. Comparison of Derived Kd Value (mL/g) for the Pre- and Post-Injection Samples Using Parameter 
Estimation Method 1 
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Note: The pre-injection samples are listed on top while post-injection samples are listed on bottom. 

Figure D-15. Comparison of Kinetic Rate Constants for All the Pre- and Post-Injection Samples Using 
Parameter Estimation Method 2 
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Note: The pre-injection samples are listed on top while post-injection samples are listed on bottom. 

Figure D-16. Comparison of Derived Kd Value (mL/g) for the Pre- and Post-Injection Samples Using Parameter 
Estimation Method 2 
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E1 Introduction 

The kinetic sorption model calculations were implemented as MATLAB® script using two files. The 
input file generates the input values necessary to run the transport file, which performs the transport 
calculations. Inputs include the geometry of the column, soil properties, uranium sorption parameters, 
initial conditions, one-dimensional spatial discretization, and time step schedule. The transport file then 
calculates the concentration time history of uranium transport within the column and effluent exiting the 
column. The MATLAB® files are documented in Appendix E1.1 through E1.3. Each script code block is 
explained further in the comment lines (preceded by the percent [%] sign). Appendix E1.1 is the input file 
listing for the sample G-118 (transport_input_G_118). The input files are sample dependent; 
consequently, there are distinct input files for each 26 samples. Appendix E1.2 is the transport file listing 
(fd_transport_G_118). The transport codes are distinct for each sample since the input file reference and 
the output file names are distinct for each sample. Other than the code reference to the output file and the 
input file the transport codes are identical. Appendix E1.3 is the listing for the input file 
(transport_input_G_118_paired) for the G-118 sample paired with the G-24 sample. The difference in the 
paired input files is the calculation of the reverse rate from the Kd and the forward rate of the paired 
sample. It was not necessary to edit the transport codes for the paired samples.  

 

 

 

  

                                                      
® MATLAB is a registered trademark of The MathLab, Inc., Natick, Massachusetts. 
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E1.1 MATLAB Input File Used to Match Uranium Leaching Sample G-118 

Experimental Results Using Single-Site Kinetic Sorption Model 

File Name: transport_input_G_118.m 

%Input data for Uranium kinetic sorption leaching model 

%Reference Data: Rashid, H, Groundwater Flow and Uranium Transport Modeling in %Support of the 
300 Area FF-5 RI/FS Document, CHPRC/EP&SP, Oct. 2012. 

 

 

Sample G-118 
clc 
%units internal to code: 
%note cm^3 = mL 
%concentration uranium [micro-g/mL] 
%solid concentration [micro-g-U/g-solid] 
%dispersion coefficient [cm^2/hr] 
%partition coefficient or Kd [mL-water/g-solid] 
%injection rate [mL/hr] 
%bulk density [g/mL] 
%forward and reverse kinectic rates [1/hr] 
%column length [cm] 
%time [hr] 
%column length [cm] 
L = 30.48; 
%discretization of column 
Nz = 50; 
delz = L/Nz; 
z = zeros(Nz,1); 
z(1) = 0.5*delz; 
for i = 2:Nz 
 z(i) = z(i-1) + delz; 
end 
%diameter of column [cm] and area normal to tranport [cm^2] 
diameter_column = 2.36; 
Az = pi()*(diameter_column/2)^2; 
%cell bulk volumes[1cm^3=1mL] 
Vol_total = Az*L; 
%saturated water content 
wtr_content = 0.493; 
%volume water per pore volume [mL/mL] 
Vwtr_per_PV = wtr_content*Vol_total; 
% 
%Water injection rate [mL/hr] 
inj_rate = 27.0; 
%Darch velocity [cm/hr] 
v = inj_rate/Az; 
%Dispersion coefficient [cm^2/hr] 
Dispersion = 1.E-3; 
%bulk density [g/cm^3] 
bulk_density = 1.513; 
%sorption coefficient [mL-water/g-solid] 
%if Kd_flag = 0, no sorption (bromide); otherwise sorption (U-238) 
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%Kd [mL-water/g-solid] 
Kd_flag = 1; 
if Kd_flag == 1; 
 analyte = {'U-238'}; 
%Kd [mL/g = cm^3/g] 
 K_d = 25; 
else 
 analyte = {'bromide'}; 
 K_d = 0; 
end 
%reverse reaction rate [1/hr] 
rate_r = 0.0004; 
%forward reaction rate 
rate_f = rate_r*K_d*bulk_density/wtr_content; 
%conc_water_initial [micro-g/mL]; 
conc_water_initial = 0.0032; 
%initial solid condition [micro-g-U/g-solid] 
conc_solid_initial = K_d*conc_water_initial; 
initial_mass_solid = bulk_density*Vol_total*conc_solid_initial; 
initial_mass_water = wtr_content*Vol_total*conc_water_initial; 
conc_old = zeros(Nz,1); 
conc_old_solid = zeros(Nz,1); 
conc_old = conc_water_initial*ones(Nz,1); 
conc_old_solid = conc_solid_initial*ones(Nz,1); 
%initial mass in place 
initial_massinplace = initial_mass_water + initial_mass_solid; 
% 
%time array [hr] and number of time steps 
end_time = 334.58; 
NT = 300; 
delt = zeros(5,1); 
delt(1) = 4/50; 
delt(2) = (54.78 - 4)/50; 
delt(3) = (70.75 - 54.78)/50; 
delt(4) = (150.33 - 70.75)/50; 
delt(5) = (334.58 - 150.33)/100; 
input = zeros(11,1); 
input = [L,diameter_column,wtr_content,inj_rate,Dispersion,... 

bulk_density,K_d,conc_water_initial,conc_solid_initial,rate_r,rate_f]; 
'fini transport_initial_data'
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E1.2 MATLAB Transport File for Matching Sample G-118 Results Using Single-Site 

Kinetic Sorption Model  

File name: fd_transport_G_118.m 
 

%Sample G-118 
%finite difference solution advective/dispersive transport with  
%kinetic sorption 
% 
clc 
clear 
format long 
%read initial data 
transport_input_G_118 
% 
%initialize pore volumes 
pore_volumes = zeros(NT,1); 
vial_conc = zeros(NT,1); 
balance_ke = zeros(NT,1); 
balance_te = zeros(NT,1); 
mass_wtr = zeros(NT,1); 
mass_solid = zeros(NT,1); 
mass_out = zeros(NT,1); 
time = zeros(NT,1); 
%start time step loop 
for it = 1:NT 
% 
 conc = zeros(Nz,1); 
 conc_solid = zeros(Nz,1); 
%1st flow period 
 if it < 51 
 dt = delt(1); 
 if it == 1 
 time(1) = delt(1); 
 else 
 time(it) = time(it-1) + delt(1); 
 end 
 v = inj_rate/Az; 
 end 
%1st stop flow period 
 if 50 < it && it < 101 
 dt = delt(2); 
 time(it) = time(it-1) + delt(2); 
 v = 0; 
 end 
%2nd flow period 
 if 100 < it && it < 151 
 dt = delt(3); 
 time(it) = time(it-1) + delt(3); 
 v = inj_rate/Az; 
 end 
%2nd stop flow period 
 if 150 < it && it < 201 
 dt = delt(4); 
 time(it) = time(it-1) + delt(4); 
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 v = 0; 
 end 
%3rd flow period 
 if it > 200 
 dt = delt(5); 
 time(it) = time(it-1) + delt(5); 
 v = inj_rate/Az; 
 end 
%generate coefficient matrix. 
 coef = zeros(Nz,Nz); 
 A = -(wtr_content*Dispersion/delz/delz + v/delz); 
 B = 2*wtr_content*Dispersion/delz/delz + v/delz + wtr_content/dt ... 
 + rate_r*bulk_density*K_d/(1+rate_r*dt); 
 C = - wtr_content*Dispersion/delz/delz; 
 for i = 1:Nz 
 if i == 1 
 coef(i,i) = wtr_content*Dispersion/delz/delz + v/delz ... 
 + wtr_content/dt + rate_r*bulk_density*K_d/(1+rate_r*dt); 
 coef(i,i+1) = C; 
 elseif i == Nz 
 coef(i,i-1) = A; 
 coef(i,i) = wtr_content*Dispersion/delz/delz + v/delz ... 
 + wtr_content/dt + rate_r*bulk_density*K_d/(1+rate_r*dt); 
 else 
 coef(i,i-1) = A; 
 coef(i,i) = B; 
 coef(i,i+1) = C; 
 end 
 end 
%compute inverse of coefficient matrix 
 A_inv = zeros(Nz,Nz); 
 A_inv = inv(coef); 
%assign rhs vector 
 rhs = zeros(Nz,1); 
 for i = 1:Nz 
 rhs(i) = wtr_content*conc_old(i)/dt ... 
  + bulk_density*rate_r*conc_old_solid(i)/(1+rate_r*dt); 
 end 
%solution for water concentration 
 conc = A_inv*rhs; 
%solution for solid concentration 
 for i = 1:Nz 
 conc_solid(i) = (rate_r*dt*K_d*conc(i)/(1+rate_r*dt))... 
  + conc_old_solid(i)/(1 + rate_r*dt); 
 end 
%mass balance kinectic equation and transport equation 
 balance_ke(it) = 0; 
 balance_te(it) = 0; 
 mass_wtr(it) = 0; 
 mass_solid(it) = 0; 
 for i = 1:Nz; 
 mass_ke = bulk_density*(conc_solid(i)-conc_old_solid(i))/dt... 
 -rate_r*bulk_density*K_d*conc(i)... 
 + rate_r*bulk_density*conc_solid(i); 
 if i == 1 
 mass_te = (wtr_content/dt)*(conc(i)-conc_old(i))... 
 + (wtr_content*Dispersion/delz/delz)*(conc(i)-conc(i+1))... 
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 + (v/delz)*conc(i)... 
 + (rate_r*bulk_density/(1+rate_r*dt))*(K_d*conc(i)-conc_old_solid(i));  
 elseif i == Nz 
 mass_te = (wtr_content/dt)*(conc(i)-conc_old(i))... 
 + (wtr_content*Dispersion/delz/delz)*(conc(i)-conc(i-1))... 
 + (v/delz)*(conc(i)-conc(i-1))... 
 + (rate_r*bulk_density/(1+rate_r*dt))*(K_d*conc(i)-conc_old_solid(i));  
 else 
 mass_te = (wtr_content/dt)*(conc(i)-conc_old(i))... 
 + (wtr_content*Dispersion/delz/delz)*(-conc(i-1)+2*conc(i)-conc(i+1))... 
 + (v/delz)*(conc(i)-conc(i-1))... 
 + (rate_r*bulk_density/(1+rate_r*dt))*(K_d*conc(i)-conc_old_solid(i));  
 end  
 if abs(mass_ke) > balance_ke(it) 
 balance_ke(it) = abs(mass_ke); 
 end 
 if abs(mass_te) > balance_te(it); 
 balance_te(it) = abs(mass_te); 
 end 
%mass in place 
 mass_wtr(it) = mass_wtr(it) + delz*Az*wtr_content*conc(i); 
 mass_solid(it) = mass_solid(it)... 
  + delz*Az*bulk_density*conc_solid(i); 
% 
%end loop over grid cells  
 end 
%cumulative mass out  
 if it == 1 
 mass_out(it) = v*dt*Az*conc(Nz); 
 else 
 mass_out(it) = mass_out(it-1) + v*dt*Az*conc(Nz); 
 end 
%update conc_old 
 conc_old = conc; 
 conc_old_solid = conc_solid; 
%number of cumulative pore volumes at time t(it) 
%pore_volumes(it) = inj_rate*delt/Vwtr_per_PV; 
 if (it) == 1 
 pore_volumes(it) = v*Az*dt/Vwtr_per_PV; 
 else 
 pore_volumes(it) = pore_volumes(it-1) + v*Az*dt/Vwtr_per_PV; 
 end 
%vial concentration micro-g/L 
 vial_conc(it) = 1000*conc(Nz); 
%end of time step loop 
end 
%write input 
xlswrite('G_118_Uranium_Results.xlsx',transpose(input),'Input','B2') 
%write history match and mass balance 
xlswrite('G_118_Uranium_Results.xlsx',time,'balance','B4:B303') 
xlswrite('G_118_Uranium_Results.xlsx',balance_ke,'balance','C4:C303') 
xlswrite('G_118_Uranium_Results.xlsx',balance_te,'balance','D4:D303') 
% 
xlswrite('G_118_Uranium_Results.xlsx',initial_mass_water,'balance','F3') 
xlswrite('G_118_Uranium_Results.xlsx',initial_mass_solid,'balance','G3') 
xlswrite('G_118_Uranium_Results.xlsx',mass_wtr,'balance','F4:F303') 
xlswrite('G_118_Uranium_Results.xlsx',mass_solid,'balance','G4:G303') 
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xlswrite('G_118_Uranium_Results.xlsx',mass_out,'balance','H4:H303') 
% 
xlswrite('G_118_Uranium_Results.xlsx',conc_water_initial,'History_Match_Param

eters','B2') 
xlswrite('G_118_Uranium_Results.xlsx',K_d,'History_Match_Parameters','B3') 
xlswrite('G_118_Uranium_Results.xlsx',rate_r,'History_Match_Parameters','B4') 
%write pore volumes and concentration 
xlswrite('G_118_Uranium_Results.xlsx',time,'G-118_Uranium_Kinetic','C5:C304') 
xlswrite('G_118_Uranium_Results.xlsx',pore_volumes,'G-

118_Uranium_Kinetic','D5:D304') 
xlswrite('G_118_Uranium_Results.xlsx',vial_conc,'G-

118_Uranium_Kinetic','E5:E304') 
%write balance equation results 
delete('*.tmp') 
'fini fd_transport'
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E1.3 MATLAB Input Transport File for Matching Sample G-118 Results Using 

Single-Site Kinetic Sorption Model and Paired with Sample G-29  

File name: transport_input_G_118_paired.m 
 

%Sample G-118 paired with G-29 
clc 
%units internal to code: 
%note cm^3 = mL 
%concentration uranium [micro-g/mL] 
%solid concentration [micro-g-U/g-solid] 
%dispersion coefficient [cm^2/hr] 
%partion coefficient or Kd [mL-water/g-solid] 
%injection rate [mL/hr] 
%bulk density [g/mL] 
%forward and reverse kinectic rates [1/hr] 
%column length [cm] 
%time [hr] 
%column length [cm] 
L = 30.48; 
%discretization of column 
Nz = 50; 
delz = L/Nz; 
z = zeros(Nz,1); 
z(1) = 0.5*delz; 
for i = 2:Nz 
 z(i) = z(i-1) + delz; 
end 
%diameter of column [cm] and area normal to tranport [cm^2] 
diameter_column = 2.36; 
Az = pi()*(diameter_column/2)^2; 
%cell bulk volumes[1cm^3=1mL] 
Vol_total = Az*L; 
%saturated water content 
wtr_content = 0.493; 
%volume water per pore volume [mL/mL] 
Vwtr_per_PV = wtr_content*Vol_total; 
% 
%Water injection rate [mL/hr] 
inj_rate = 27.0; 
%Darch velocity [cm/hr] 
v = inj_rate/Az; 
%Dispersion coefficient [cm^2/hr] 
Dispersion = 1.E-3; 
%bulk density [g/cm^3] 
bulk_density = 1.513; 
%sorption coefficient [mL-water/g-solid] 
%if Kd_flag = 0, no sorption (bromide); otherwise sorption (U-238) 
%Kd [mL-water/g-solid] 
Kd_flag = 1; 
if Kd_flag == 1; 
 analyte = {'U-238'}; 
%Kd [mL/g = cm^3/g] 
 K_d = 25; 
else 
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 analyte = {'bromide'}; 
 K_d = 0; 
end 
%forward reaction rate from sample G-29 
rate_f = 3.55E-3; 
%reverse reaction rate [1/hr] 
rate_r = (rate_f*wtr_content)/(K_d*bulk_density); 
%conc_water_initial [micro-g/mL]; 
conc_water_initial = 0.0032; 
%initial solid condition [micro-g-U/g-solid] 
conc_solid_initial = K_d*conc_water_initial; 
initial_mass_solid = bulk_density*Vol_total*conc_solid_initial; 
initial_mass_water = wtr_content*Vol_total*conc_water_initial; 
conc_old = zeros(Nz,1); 
conc_old_solid = zeros(Nz,1); 
conc_old = conc_water_initial*ones(Nz,1); 
conc_old_solid = conc_solid_initial*ones(Nz,1); 
%initial mass in place 
initial_massinplace = initial_mass_water + initial_mass_solid; 
% 
%time array [hr] and number of time steps 
end_time = 334.58; 
NT = 300; 
delt = zeros(5,1); 
delt(1) = 4/50; 
delt(2) = (54.78 - 4)/50; 
delt(3) = (70.75 - 54.78)/50; 
delt(4) = (150.33 - 70.75)/50; 
delt(5) = (334.58 - 150.33)/100; 
input = zeros(11,1); 
input = [L,diameter_column,wtr_content,inj_rate,Dispersion,... 
 bulk_density,K_d,conc_water_initial,conc_solid_initial,rate_r,rate_f]; 
'fini transport_initial_data' 
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Appendix F 

Software Installation and Checkout Forms 
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